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#### Abstract

The conventional Malmquist productivity index (MPI), which ignores the internal structure of a production system when measuring changes in performance between two periods, may produce misleading results. This paper thus takes the operations of the component processes into account in investigating the MPI of parallel production systems. A relational data envelopment analysis (DEA) model is developed to measure the biennial MPIs of the system and internal processes at the same time, and it is shown that the former is a linear combination of the latter. This decomposition helps identify the processes that cause the decline in performance of the system. An example of thirty-nine branches of a commercial bank, with deposits, sales, and services as the three major functions operating in parallel, is used to illustrate this approach.
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## 1. Introduction

As competition in the global market is becoming ever more intense, production processes need to become more efficient in order to improve company performance, thus enabling firms to survive. Data envelopment analysis (DEA), developed by Charnes et al. [1], is perhaps the most effective approach for measuring the relative efficiencies of a set of decision making units (DMUs) that apply multiple inputs to produce multiple outputs. Based on the results of this analysis, a DMU is able to identify the sources of inefficiency, and thus work to make the necessary improvements. Since every DMU aims to improve its performance, a measure that shows the relative improvement of one DMU compared to the others is desired, and one way to obtain this is the Malmquist Productivity Index (MPI), which measures changes in the performance of a DMU between two periods. Some typical examples include Tunisian schools [2], Taiwanese scholars [3], and Iranian steam power plants [4]. This is also important for examining the effect of an act or policy over a period of time, such as the Sarbanes-Oxley Act of the US [5], the reorganization of Taiwanese forests [6], and the privatization of the Pakistani cement industry [7].

Conventionally, the DEA technique measures efficiency from the viewpoint of a system, the whole DMU, in which only the inputs consumed and the outputs produced by the system are considered. In other words, the system is treated as a black box, ignoring the operations of the component processes. As a result, a DMU that performs better in all processes than another one may still have a lower efficiency score [8]. If the efficiency measures are incorrect, then the subsequent measure of changes in performance will also be incorrect. For this reason, the operations of the component processes must be considered when the data is available, and this led to development of the network DEA method [9].

The network DEA approach takes the operations of the component processes of a system into account. Many network DEA models have been proposed [10], with most developed for two-stage systems, where all the inputs are supplied in the first stage to produce intermediate products for the second stage, which then produces the final
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outputs. Kao and Hwang [11] proposed a model to measure the MPI of this type of system, and showed that the system MPI is the product of the individual process MPIs. This property can be extended to multi-stage systems.

The purpose of this paper is to develop a model to measure the MPI of parallel systems, as in practice many systems have this structure. The most typical case is that an organization performs several functions in parallel; for example, teaching and research at universities [12], crime control and protection and maintenance of order at police departments [13], banking, insurance, and securities at financial holding companies [14], and sales and services at banks [15] (see Kao [10] for a detailed review of the related literature). Most of the models developed for parallel systems can only measure the system efficiency, which makes it impossible to examine the relationship between the system and process MPIs. However, the relational model proposed by Kao [16] is able to measure the system and process efficiencies at the same time. Moreover, in this model the system efficiency is a weighted average of the process efficiencies. One benefit of this is that the relatively inefficient processes can be identified. Since the MPI is a ratio of two efficiencies, the relationship between the MPI of the system and those of the processes can be explored based on this model.

This paper thus proposes a relational model to measure the system and process MPIs at the same time for parallel systems, and the relationship between them is also derived. To demonstrate how the proposed model can be applied to real world problems, the performance and changes in performance of thirty-nine branches of a commercial bank, with the data taken from Jahanshahloo et al. [17], are measured.
2. Biennial Malmquist productivity index

Let $X_{i j}$ and $Y_{r j}$ denote the ith input, $\mathrm{i}=1, \ldots, \mathrm{~m}$, and rth output, $\mathrm{r}=1, \ldots, \mathrm{~s}$, respectively, of the $j$ th $\operatorname{DMU}, j=1, \ldots, n$. The conventional input-oriented CCR, or black-box, model for measuring the efficiency of the kth DMU under constant returns to scale can be formulated as follows [1]:

$$
E_{k}^{\mathrm{CCR}}=\max . \sum_{r=1}^{s} u_{r} Y_{r k}
$$
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$$
\begin{array}{ll}
\text { s.t. } & \sum_{i=1}^{m} v_{i} X_{i k}=1 \\
& \sum_{r=1}^{s} u_{r} Y_{r j}-\sum_{i=1}^{m} v_{i} X_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, \mathrm{n}  \tag{1}\\
& \mathrm{u}_{\mathrm{r}}, \mathrm{v}_{\mathrm{i}} \geq \varepsilon, \quad \mathrm{r}=1, \ldots, \mathrm{~s}, \mathrm{i}=1, \ldots, \mathrm{~m}
\end{array}
$$

where $u_{r}$ and $v_{i}$ are virtual multipliers, and $\varepsilon$ is a small non-Archimedean number [18] imposed to avoid ignoring any input or output factor in calculating efficiencies. Although the input- and output-oriented CCR models yield the same efficiency measure, this paper adopts the input-oriented one for measuring the MPI. For cases that some inputs are non-discretionary whose values cannot be reduced, one may need to use the output-oriented model.

Suppose each DMU has q processes operating in parallel. Let $X_{i j}^{(p)}$ and $Y_{r j}^{(p)}$ denote the input and output of the pth process, such that the total amount of all q processes is equal to that of the DMU, i.e., $X_{i j}=\sum_{p=1}^{q} X_{i j}^{(p)}$ and $Y_{r j}=\sum_{p=1}^{q} Y_{r j}^{(p)}$. Figure 1 shows the structure of a general parallel system. Theoretically, every process can consume all m inputs and produce all s outputs. In reality, however, a process will consume only certain inputs and produce certain outputs. Here the general notation of $X_{i j}^{(p)}, \mathrm{i}=1, \ldots, \mathrm{~m}$, and $Y_{r j}^{(p)}, \mathrm{r}=1, \ldots, \mathrm{~s}$, is used for simplicity of expression. In applications, many $X_{i j}^{(p)}$ and $Y_{r j}^{(p)}$ are zero. In order to obtain more meaningful results, Kao [16] developed a relational model, which takes the operations of the q processes into account, as follows:

$$
E_{k}^{\mathrm{Kao}}=\operatorname{max.} \quad \sum_{r=1}^{s} u_{r} Y_{r k}=\left(\sum_{i=1}^{m} v_{i} X_{i k}=1\right.
$$

system constraints:

$$
\begin{equation*}
\sum_{r=1}^{s} u_{r} Y_{r j}-\sum_{i=1}^{m} v_{i} X_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, \mathrm{n} \tag{2}
\end{equation*}
$$

process constraints:

$$
\begin{aligned}
& \sum_{r=1}^{s} u_{r} Y_{r j}^{(p)}-\sum_{i=1}^{m} v_{i} X_{i j}^{(p)} \leq 0, \quad \mathrm{p}=1, \ldots, \mathrm{q}, \mathrm{j}=1, \ldots, \mathrm{n} \\
& \mathrm{u}_{\mathrm{r}}, \mathrm{v}_{\mathrm{i}} \geq \varepsilon, \quad \mathrm{r}=1, \ldots, \mathrm{~s}, \mathrm{i}=1, \ldots, \mathrm{~m}
\end{aligned}
$$

There are two features to be noted in this model. One is that the same factor has the same multiplier associated with it, no matter which process they correspond to. The
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other is that each of the system constraints corresponding to a DMU is the sum of its $q$ process constraints. They are thus redundant, and can be deleted from the model. Since more constraints are involved in this parallel model, the corresponding efficiency, $E_{k}^{\text {Kao }}$, is less than that measured from the black-box model, $E_{k}^{\mathrm{CCR}}$.


Figure 1. Parallel production system.

When an optimal solution $\left(u_{r}^{*}, v_{i}^{*}\right)$ for Model (2) is obtained, the system (or the DMU) and process efficiencies are calculated as follows:

$$
\begin{aligned}
& E_{k}^{\mathrm{Kao}}=\sum_{r=1}^{s} u_{r}^{*} Y_{r k} / \sum_{i=1}^{m} v_{i}^{*} X_{i k}=\sum_{r=1}^{s} u_{r}^{*} Y_{r k} \\
& E_{k}^{(p)}=\sum_{r=1}^{s} u_{r}^{*} Y_{r k}^{(p)} / \sum_{i=1}^{m} v_{i}^{*} X_{i k}^{(p)}, \mathrm{p}=1, \ldots, \mathrm{q}
\end{aligned}
$$

If we define the weight for process p as $w^{(p)}=\sum_{i=1}^{m} v_{i}^{*} X_{i k}^{(p)} / \sum_{i=1}^{m} v_{i}^{*} X_{i k}$, i.e., the proportion of the aggregate input of process $p$ in that of all processes, then we have $\sum_{p=1}^{q} w^{(p)}=1$ and $w^{(p)} \geq 0, \mathrm{p}=1, \ldots, \mathrm{q}$. The average of the q process efficiencies weighted by $w^{(p)}$ is:

$$
\sum_{p=1}^{q} w^{(p)} E_{k}^{(p)}=\sum_{p=1}^{q}\left(\frac{\sum_{i=1}^{m} v_{i}^{*} X_{i k}^{(p)}}{\sum_{i=1}^{m} v_{i}^{*} X_{i k}}\right)\left(\frac{\sum_{r=1}^{s} u_{r}^{*} Y_{r k}^{(p)}}{\sum_{i=1}^{m} v_{i}^{*} X_{i k}^{(p)}}\right)=\sum_{p=1}^{q}\left(\frac{\sum_{r=1}^{s} u_{r}^{*} Y_{r k}^{(p)}}{\sum_{i=1}^{m} v_{i}^{*} X_{i k}}\right)=\frac{\sum_{r=1}^{s} u_{r}^{*} Y_{r k}}{\sum_{i=1}^{m} v_{i}^{*} X_{i k}}=E_{k}^{\text {Kао }}
$$

A property that the system efficiency ( $E_{k}^{\mathrm{Kao}}$ ) is a weighted average of the q process efficiencies ( $\left.E_{k}^{(p)}, \mathrm{p}=1, \ldots, \mathrm{q}\right)$ is obtained. By comparing the efficiencies of the processes of a DMU, the processes that perform less satisfactorily than others are identified. When there is more than one optimal solution to Model (2), the efficiencies of a specific process of different DMUs are not comparable. In this case, the idea of
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prioritizing processes, as proposed by Kao and Hwang [19], can be applied to address this issue. Suppose the efficiencies of Process $t$ of DMUs a and bare to be compared. Model (2) is applied first to obtain the system efficiencies $E_{a}^{K a o}$ and $E_{b}^{K a o}$. Then the following model is used to find the efficiency of Process $t$ for DMU a, given its system efficiency is $E_{a}^{K a o}$ :

$$
\begin{align*}
E_{a}^{(t)}=\text { max. } & \sum_{r=1}^{s} u_{r} Y_{r a}^{(t)} \\
\text { s.t. } & \sum_{i=1}^{m} v_{i} X_{i a}^{(t)}=1 \\
& \sum_{r=1}^{s} u_{r} Y_{r a}=E_{a}^{K a o} \sum_{i=1}^{m} v_{i} X_{i a} \\
& \sum_{r=1}^{s} u_{r} Y_{r j}-\sum_{i=1}^{m} v_{i} X_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, \mathrm{n}  \tag{3}\\
& \sum_{r=1}^{s} u_{r} Y_{r j}^{(p)}-\sum_{i=1}^{m} v_{i} X_{i j}^{(p)} \leq 0, \quad \mathrm{p}=1, \ldots, \mathrm{q}, \mathrm{j}=1, \ldots, \mathrm{n} \\
& \mathrm{u}_{\mathrm{r}}, \mathrm{v}_{\mathrm{i}} \geq \varepsilon, \quad \mathrm{r}=1, \ldots, \mathrm{~s}, \mathrm{i}=1, \ldots, \mathrm{~m}
\end{align*}
$$

The efficiency of Process $t$ for DMU b can be calculated similarly. If the efficiencies of another process w are to be compared, then the efficiency of Process w of DMU a is measured via the above model, while additionally requiring the efficiency of Process $t$ to be $E_{a}^{(t)}$. This process can be continued for all processes. The process considered the most important is the first to measure its efficiency, the second important is measured next, and so forth.

The ratio of the efficiencies of a DMU in two different periods serves as a measure of changes in performance. Caves et al. [20] proposed using the technology of one of the two periods to calculate the efficiency of both the earlier and later periods. If the ratio of the efficiency of the later period to that of the earlier period for a DMU is greater than unity, then the performance of this DMU has improved; otherwise, it has declined. Since using different periods as the base period may obtain inconsistent results [6], Färe et al. [21] suggested using the geometric mean of the MPIs calculated from the two base periods as the final MPI. Another approach is to use data of the two periods to construct an aggregate technology. Based on this, the
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efficiencies of the same DMU in the two periods are calculated, and the ratio of that of the later period to that of the earlier one is the MPI, referred to as the biennial MPI [22]. The biennial MPI is a special case of the more general global MPI [23], which involves more than two periods. In this paper, the biennial MPI is used to measure changes in performance.

Denote $X_{i j}$ and $Y_{r j}$ as the data of the system of an earlier period, and $\hat{X}_{i j}$ and $\hat{Y}_{r j}$ as that of a later period. The conventional black-box model for measuring the efficiency of DMU k of the earlier period based on the aggregate technology of the two periods, which ignores the operations of the component processes, can be formulated as:

$$
\begin{array}{cl}
E_{k}^{\mathrm{BB}}=\text { max. } & \sum_{r=1}^{s} u_{r} Y_{r k} \\
\text { s.t. } & \sum_{i=1}^{m} v_{i} X_{i k}=1 \\
& \sum_{r=1}^{s} u_{r} Y_{r j}-\sum_{i=1}^{m} v_{i} X_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, \mathrm{n}  \tag{4}\\
& \sum_{r=1}^{s} u_{r} \hat{Y}_{r j}-\sum_{i=1}^{m} v_{i} \hat{X}_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, \mathrm{n} \\
& \mathrm{u}_{\mathrm{r}}, \mathrm{v}_{\mathrm{i}} \geq \varepsilon, \quad \mathrm{r}=1, \ldots, \mathrm{~s}, \mathrm{i}=1, \ldots, \mathrm{~m}
\end{array}
$$

The efficiency of the later period, $\hat{E}_{k}^{\mathrm{BB}}$, is measured by replacing $Y_{r k}$ in the objective function and $X_{i k}$ in the first constraint with $\hat{Y}_{r k}$ and $\hat{X}_{i k}$, respectively. The biennial MPI of the system is the ratio of $\hat{E}_{k}^{\mathrm{BB}}$ to $E_{k}^{\mathrm{BB}}: M P I_{k}^{\mathrm{BB}}=\hat{E}_{k}^{\mathrm{BB}} / E_{k}^{\mathrm{BB}}$. In this model, only the system efficiency can be measured.

When operations of the processes are also considered, a parallel model of the following form is obtained for measuring the system efficiency:

$$
\begin{align*}
E_{k}^{\text {Parallel }}=\text { max. } & \sum_{r=1}^{s} u_{r} Y_{r k} \\
\text { s.t. } & \sum_{i=1}^{m} v_{i} X_{i k}=1 \\
& \sum_{r=1}^{s} u_{r} Y_{r j}^{(p)}-\sum_{i=1}^{m} v_{i} X_{i j}^{(p)} \leq 0, \quad \mathrm{p}=1, \ldots, \mathrm{q}, \mathrm{j}=1, \ldots, \mathrm{n}  \tag{5}\\
& \sum_{r=1}^{s} u_{r} \hat{Y}_{r j}^{(p)}-\sum_{i=1}^{m} v_{i} \hat{X}_{i j}^{(p)} \leq 0, \quad \mathrm{p}=1, \ldots, \mathrm{q}, \mathrm{j}=1, \ldots, \mathrm{n} \\
& \mathrm{u}_{\mathrm{r}}, \mathrm{v}_{\mathrm{i}} \geq \varepsilon, \quad \mathrm{r}=1, \ldots, \mathrm{~s}, \mathrm{i}=1, \ldots, \mathrm{~m}
\end{align*}
$$

where $X_{i j}^{(p)}$ and $Y_{r j}^{(p)}$ are the data of the earlier period, and $\hat{X}_{i j}^{(p)}$ and $\hat{Y}_{r j}^{(p)}$ are
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that of the later period. Similar to the case of the black-box model, the efficiencies of the later period, $\hat{E}_{k}^{\text {Parallel }}$ and $\hat{E}_{k}^{(p)}$, can be measured by replacing $Y_{r k}$ and $X_{i k}$ with $\hat{Y}_{r k}$ and $\hat{X}_{i k}$, respectively. At optimality, the system and process efficiencies of the two periods are calculated as:

$$
\begin{align*}
& E_{k}^{\text {Parallel }}=\sum_{r=1}^{s} u_{r}^{*} Y_{r k} / \sum_{i=1}^{m} v_{i}^{*} X_{i k} \\
& E_{k}^{(p)}=\sum_{r=1}^{s} u_{r}^{*} Y_{r k}^{(p)} / \sum_{i=1}^{m} v_{i}^{*} X_{i k}^{(p)}, \mathrm{p}=1, \ldots, \mathrm{q}  \tag{6}\\
& \hat{E}_{k}^{\text {Parallel }}=\sum_{r=1}^{s} u_{r}^{*} \hat{Y}_{r k} / \sum_{i=1}^{m} v_{i}^{*} \hat{X}_{i k} \\
& \hat{E}_{k}^{(p)}=\sum_{r=1}^{s} u_{r}^{*} \hat{Y}_{r k}^{(p)} / \sum_{i=1}^{m} v_{i}^{*} \hat{X}_{i k}^{(p)}, \mathrm{p}=1, \ldots, \mathrm{q}
\end{align*}
$$

Obviously, the system efficiency is still a weighted average of the process efficiencies for both periods. That is,

$$
\begin{aligned}
& E_{k}^{\text {Parallel }}=\sum_{p=1}^{q} w^{(p)} E_{k}^{(p)}, \text { where } w^{(p)}=\sum_{i=1}^{m} v_{i}^{*} X_{i k}^{(p)} / \sum_{i=1}^{m} v_{i}^{*} X_{i k} \\
& \hat{E}_{k}^{\text {Parallel }}=\sum_{p=1}^{q} \hat{w}^{(p)} E_{k}^{(p)}, \text { where } \hat{w}^{(p)}=\sum_{i=1}^{m} v_{i}^{*} \hat{X}_{i k}^{(p)} / \sum_{i=1}^{m} v_{i}^{*} \hat{X}_{i k}
\end{aligned}
$$

The biennial MPIs of the system and q processes for DMU k between the two periods are:

$$
\begin{align*}
& M P I_{k}^{\text {Parallel }}=\hat{E}_{k}^{\text {Parallel }} / E_{k}^{\text {Parallel }}  \tag{7}\\
& M P I_{k}^{(p)}=\hat{E}_{k}^{(p)} / E_{k}^{(p)}, \mathrm{p}=1, \ldots, \mathrm{q}
\end{align*}
$$

Based on the above relationships between the system and process efficiencies, the following derivation can be made for the system MPI:

$$
\begin{align*}
M P I_{k}^{\text {Parallel }}= & \frac{\hat{E}_{k}^{\text {Parallel }}}{E_{k}^{\text {Parallel }}}=\frac{\sum_{p=1}^{q} \hat{w}^{(p)} \hat{E}_{k}^{(p)}}{E_{k}^{\text {Parallel }}}=\sum_{p=1}^{q}\left(\frac{\hat{w}^{(p)}\left(\hat{E}_{k}^{(p)} / E_{k}^{(p)}\right)}{E_{k}^{\text {Parallel }} / E_{k}^{(p)}}\right) \\
& =\sum_{p=1}^{q}\left(\frac{\hat{w}^{(p)}}{E_{k}^{\text {Prarlel }} / E_{k}^{(p)}}\right) M P I_{k}^{(p)}=\sum_{p=1}^{q} \omega^{(p)} M P I_{k}^{(p)} \tag{8}
\end{align*}
$$

where $\omega^{(p)}=\hat{w}^{(p)} /\left(E_{k}^{\text {Parallel }} / E_{k}^{(p)}\right)$ is the coefficient associated with $M P I_{k}^{(p)}$ in the linear combination. This relationship shows that the system MPI is a linear combination of the process MPIs. Since the sum of all $\omega^{(\mathrm{p})}$ need not be equal to one, the system MPI is not necessarily a weighted average of the process MPIs. It is a weighted average when all process efficiencies of the earlier period are the same.

In the next section we shall illustrate how to calculate the system and process
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MPIs, and discuss the relationship between them, using an example of thirty-nine branches of an Iranian commercial bank.

## 3. An example

The example discussed in this section is taken from Jahanshahloo et al. [17], with thirty-nine branches of a commercial bank in Iran performing three major functions of deposits, sales, and services. The three functions share the common inputs of employees $\left(\mathrm{X}_{1}\right)$ and operating expenses $\left(\mathrm{X}_{2}\right)$ to produce five outputs, in that deposits collected $\left(\mathrm{Y}_{1}\right)$, loans $\left(\mathrm{Y}_{2}\right)$ and profit $\left(\mathrm{Y}_{3}\right)$, and service charges $\left(\mathrm{Y}_{4}\right)$ are attributed to deposits, sales, and services, respectively, and the output of customer satisfaction $\left(\mathrm{Y}_{5}\right)$ is a result of all three functions. Figure 2 shows the structure of this system, and Table 1 shows the mean and standard deviation of each input-output factor of the thirty-nine branches in the first six months of 2000 and 2001. The complete data can be found in Jahanshahloo et al. [17]

Since the two inputs are shared by the three functions, it is assumed that the proportion of $\alpha_{i}$ of input $X_{1}, i=1,2,3$ with $\alpha_{1}+\alpha_{2}+\alpha_{3}=1$, and the proportion of $\beta_{i}$ of input $X_{2}, i=1,2,3$ with $\beta_{1}+\beta_{2}+\beta_{3}=1$, are used by the ith function. Similarly, the proportion of $\gamma_{i}$ of output $Y_{5}$, with $\gamma_{1}+\gamma_{2}+\gamma_{3}=1$, are assumed to be attributed to the ith function. These proportions are determined by each branch such that the highest efficiency will be produced for them. Specifically, the model for measuring the efficiency of the kth branch, based on Model (5), is as follows:

$$
\begin{array}{cl}
E_{k}^{\text {Parallel }}=\text { max. } & \mathrm{u}_{1} \mathrm{Y}_{1 \mathrm{k}}+\mathrm{u}_{2} \mathrm{Y}_{2 \mathrm{k}}+\mathrm{u}_{3} \mathrm{Y}_{3 \mathrm{k}}+\mathrm{u}_{4} \mathrm{Y}_{4 \mathrm{k}}+\mathrm{u}_{5} \mathrm{Y}_{5 \mathrm{k}} \\
\text { s.t. } & \mathrm{v}_{1} \mathrm{X}_{1 \mathrm{k}}+\mathrm{v}_{2} \mathrm{X}_{2 \mathrm{k}}=1 \\
& \mathrm{u}_{1} \mathrm{Y}_{1 \mathrm{j}}+\mathrm{u}_{5} \gamma_{1} \mathrm{Y}_{5 \mathrm{j}}-\left(\mathrm{v}_{1} \alpha_{1} \mathrm{X}_{1 \mathrm{j}}+\mathrm{v}_{2} \beta_{1} \mathrm{X}_{2 \mathrm{j}}\right) \leq 0, \quad \mathrm{j}=1, \ldots, 39 \\
& \mathrm{u}_{2} \mathrm{Y}_{2 \mathrm{j}}+\mathrm{u}_{3} \mathrm{Y}_{3 \mathrm{j}}+\mathrm{u}_{5} \gamma_{2} \mathrm{Y}_{5 \mathrm{j}}-\left(\mathrm{v}_{1} \alpha_{2} \mathrm{X}_{1 \mathrm{j}}+\mathrm{v}_{2} \beta_{2} \mathrm{X}_{2 \mathrm{j}}\right) \leq 0, \quad \mathrm{j}=1, \ldots, 39 \\
& \mathrm{u}_{4} \mathrm{Y}_{4 \mathrm{j}}+\mathrm{u}_{5} \gamma_{3} \mathrm{Y}_{5 \mathrm{j}}-\left(\mathrm{v}_{1} \alpha_{3} \mathrm{X}_{1 \mathrm{j}}+\mathrm{v}_{2} \beta_{3} \mathrm{X}_{2 \mathrm{j}}\right) \leq 0, \quad \mathrm{j}=1, \ldots, 39  \tag{9}\\
& u_{1} \hat{Y}_{1 j}+u_{5} \gamma_{1} \hat{Y}_{5 j}-\left(v_{1} \alpha_{1} \hat{X}_{1 j}+v_{2} \beta_{1} \hat{X}_{2 j}\right) \leq 0, \quad \mathrm{j}=1, \ldots, 39 \\
& u_{2} \hat{Y}_{2 j}+u_{3} \hat{Y}_{3 j}+u_{5} \gamma_{2} \hat{Y}_{5 j}-\left(v_{1} \alpha_{2} \hat{X}_{1 j}+v_{2} \beta_{2} \hat{X}_{2 j}\right) \leq 0, \quad \mathrm{j}=1, \ldots, 39 \\
& u_{4} \hat{Y}_{4 j}+u_{5} \gamma_{3} \hat{Y}_{5 j}-\left(v_{1} \alpha_{3} \hat{X}_{1 j}+v_{2} \beta_{3} \hat{X}_{2 j}\right) \leq 0, \quad \mathrm{j}=1, \ldots, 39 \\
& \alpha_{1}+\alpha_{2}+\alpha_{3}=1, \beta_{1}+\beta_{2}+\beta_{3}=1, \gamma_{1}+\gamma_{2}+\gamma_{3}=1
\end{array}
$$
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$$
u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, v_{1}, v_{2}, \alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{1}, \beta_{2}, \beta_{3}, \gamma_{1}, \gamma_{2}, \gamma_{3} \geq \varepsilon
$$

This model is nonlinear. However, it can be linearized by substituting the nonlinear terms of $v_{1} \alpha_{1}, v_{1} \alpha_{2}$, and $v_{1} \alpha_{3}$, by $a_{1}, a_{2}$, and $a_{3}$, respectively, and replacing the constraint of $\alpha_{1}+\alpha_{2}+\alpha_{3}=1$ with $a_{1}+a_{2}+a_{3}=v_{1}$ accordingly. The nonlinear terms corresponding to $\beta$ and $\gamma$ are handled similarly. As what value of the non-Archimedean number $\varepsilon$ to use in computation, this paper follows the suggestion of Charnes and Cooper [18] of $10^{-5}$, when the input and output data are expressed in the range of 1 to 100 . At optimality, the system and process efficiencies are calculated based on Equation (6), and the system and process MPIs are calculated based on Equation (7).


Figure 2. Functional structure of an Iranian commercial bank.

Table 1. Some statistics for the illustrative example.

|  | Employees <br> $\left(\mathrm{X}_{1}\right)$ | Expenses <br> $\left(\mathrm{X}_{2}\right)$ | Deposits <br> $\left(\mathrm{Y}_{1}\right)$ | Loans <br> $\left(\mathrm{Y}_{2}\right)$ | Profit <br> $\left(\mathrm{Y}_{3}\right)$ | Charges <br> $\left(\mathrm{Y}_{4}\right)$ | Satisfaction <br> $\left(\mathrm{Y}_{5}\right)$ |
| :--- | ---: | ---: | :---: | ---: | :---: | ---: | ---: |
| 2000 |  |  |  |  |  |  |  |
| Average | 343.59 | 13.33 | 139208.47 | 86534.56 | 1380970691 | 77630074.44 | 70047.18 |
| S.D. | 253.20 | 3.73 | 149932.87 | 149827.94 | 3066843165 | 171891394.32 | 72529.86 |
| 2001 |  |  |  |  |  |  |  |
| Average | 311.28 | 13.32 | 141257.85 | 80877.07 | 3955543895 | 54448668.51 | 785.44 |
| S.D. | 186.44 | 3.87 | 150912.27 | 125989.18 | 18320618046 | 115625305.21 | 1429.85 |

If the system is treated as a black box, ignoring the operations of the three
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functions, then the model is as follows:

$$
\begin{align*}
E_{k}^{\mathrm{BB}}=\text { max. } & \sum_{r=1}^{5} u_{r} Y_{r k} \\
\text { s.t. } & \sum_{i=1}^{2} v_{i} X_{i k}=1 \\
& \sum_{r=1}^{5} u_{r} Y_{r j}-\sum_{i=1}^{2} v_{i} X_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, 39  \tag{10}\\
& \sum_{r=1}^{5} u_{r} \hat{Y}_{r j}-\sum_{i=1}^{2} v_{i} \hat{X}_{i j} \leq 0, \quad \mathrm{j}=1, \ldots, 39 \\
& \mathrm{u}_{\mathrm{r}}, \mathrm{v}_{\mathrm{i}} \geq \varepsilon, \quad \mathrm{r}=1, \ldots, 5, \mathrm{i}=1,2
\end{align*}
$$

where the constraints corresponding to the three functions in Model (9) are aggregated.

Columns two to four of Table 2 show the results obtained from the black-box model. There are five branches which are efficient in the first period, and only one in the second. The MPIs indicate that there are seven branches, Numbers 3, 9, 19, 20, 23, 25 , and 28, whose performances have improved, and one, Number 22, for which it remains the same in the two periods. The performances of the thirty-nine branches in general have declined from 2000 to 2001.

When the operations of the three processes, i.e., functions, are considered, only two branches remain efficient in the first period, and none in the second, as indicated by the $E_{k}^{\text {Parallel }}$ and $\hat{E}_{k}^{\text {Parallel }}$ values in columns eight and twelve. As expected, the system efficiencies measured from the parallel model, $E_{k}^{\text {Parallel }}$ and $\hat{E}_{k}^{\text {Parallel }}$, are less than or equal to those measured from the black-box model, $E_{k}^{\mathrm{BB}}$ and $\hat{E}_{k}^{\mathrm{BB}}$, for the same branch. The averages in the last row show that the performances of the three processes (columns five to seven) are similar in the first period, and process one performs better than process two, which in turn performs better than process three in the second period (columns nine to eleven). The numbers in parentheses under each efficiency score are the associated weights. Clearly, the weighted average of the three process efficiencies is equal to the system efficiency. Using branch Number 1 to illustrate this, we have $0.0039 \times 0.2676+0.9899 \times 0.2744+0.0062 \times 0.2721=0.2744$ for the first period and $0.9861 \times 0.1227+0.0130 \times 0.0054+0.0009 \times 0.0252=0.1210$ for the second.

## ACCEPTED MANUSCRIPT

| $\bar{\square}$ | $\infty$ | こ | の | $u$ | ＋ | $\omega$ | N | ニ | $\bigcirc$ | $\bigcirc$ | $\infty$ | $\checkmark$ | $\bigcirc$ | $u$ | ＋ | $\omega$ | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{8} \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { à } \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \dot{U} \\ & \underset{\sim}{r} \end{aligned}$ | $\stackrel{0}{0}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\underset{\sim}{\underset{\infty}{+}}$ | $\begin{aligned} & 0 \\ & \underset{U}{0} \\ & \text { O} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{8} \\ & 8 \\ & \hline \end{aligned}$ | $\begin{aligned} & \circ \\ & +\infty \\ & + \\ & + \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \underbrace{\sim}_{\omega} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \underset{\sim}{心} \\ & \substack{u \\ \hline} \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{N}{N} \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \infty \\ & \substack{\circ \\ 0 \\ 0} \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & \dot{0} \\ & \underset{\infty}{\infty} \\ & \hline \infty \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\hat{\alpha}} \\ & \stackrel{\rightharpoonup}{\alpha} \end{aligned}$ | $$ |
| $\stackrel{-}{+}$ | $\begin{aligned} & 0 \\ & \underset{\sim}{0} \\ & \text { O} \end{aligned}$ | $\begin{gathered} \stackrel{\rightharpoonup}{+} \\ \stackrel{\sim}{\circ} \\ \underset{\sim}{n} \end{gathered}$ | $\begin{aligned} & 0 \\ & \stackrel{\circ}{\circ} \\ & \infty \\ & + \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{0}{0} \\ & \text { it } \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & \dot{O} \\ & \text { t } \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{\sim}{\sigma} \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{+}{o} \\ & +\infty \end{aligned}$ | $\begin{aligned} & \text { o } \\ & \text { in } \\ & \text { Ǹ } \end{aligned}$ | $\begin{aligned} & \text { o } \\ & \text { N } \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{0}{0} \\ & \hline y \end{aligned}$ | $\begin{aligned} & 0 \\ & i \underset{O}{\infty} \\ & \infty \\ & \infty \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{2}{2} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{O}{ \pm} \\ & \underset{\omega}{\omega} \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & \text { it } \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { N } \\ & \text { N } \\ & \hline \end{aligned}$ | $\xrightarrow{\circ}$ | $\begin{aligned} & i \\ & i \\ & i \end{aligned}$ |
| $\begin{aligned} & \dot{\sim} \\ & \text { o } \\ & \text { on } \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { O} \\ & \text { O} \\ & \underset{\sim}{2} \end{aligned}$ | 0 + $\pm$ | $\begin{aligned} & \text { o } \\ & \text { ir } \\ & \text { ti } \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{y}{N} \\ & \stackrel{y}{4} \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{\sim}{0} \\ & \underset{N}{0} \end{aligned}$ | $\begin{aligned} & 0 \\ & \infty \\ & \stackrel{\infty}{\rightleftharpoons} \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{\infty}{8} \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { ï } \\ & \text { ì } \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { i } \\ & \omega \end{aligned}$ | $\begin{aligned} & \omega \\ & \underset{\sim}{\omega} \\ & \underset{\omega}{\omega} \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { ơ } \\ & \text { U } \end{aligned}$ | $\begin{aligned} & 0 \\ & i r \\ & \underset{y}{u} \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { o } \\ & \pm \end{aligned}$ | $$ | $\begin{aligned} & 0 \\ & \dot{U}_{1} \\ & \pm \end{aligned}$ | $$ | $\begin{aligned} & 0 \\ & \text { in } \\ & 8 \end{aligned}$ |



| （［巴〕OL） | ${ }_{(\varepsilon)}{ }^{\text {（ }}$ ） | $\left({ }_{(2)} \mathbf{0}\right)$ | （ ${ }_{\text {（ })}$（ ${ }^{\text {a }}$ |  | $\left({ }_{(\mathcal{E})} \mathcal{M}\right)$ | $\left({ }_{(z)} \underset{\sim}{M}\right)$ | $\left({ }_{(\mathrm{I})} \stackrel{M}{\sim}\right)$ |  | $\left.\left(\varepsilon_{( }\right)^{M}\right)$ | $\left({ }_{(z)}\right.$ M ） | $\left({ }_{(\mathrm{I}}{ }^{M}\right)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }_{(\varepsilon)}^{y} I d W$ | ${ }_{(z)}^{y} I d W$ | ${ }_{(\mathrm{I})}^{y} I d W$ | $\stackrel{y}{\text { ! }}$ |  | $\text { (z) }{ }_{4}^{4} \text { Z }$ | $\stackrel{y}{4}$ |  | ${ }_{(\varepsilon)}^{\sqrt[1]{3}}$ | (z) | (I) | $\text { ga }{ }^{y} I d W$ | 桨夺 | ${ }_{\text {qg }}$ | YOUE．IG |


| （LEL80） | （0000＊0） | （6ZL8＊） | （8000＊0） |  | （ 2000 0） | （ 88660 ） | （8000＊0） |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6LZL＇I | L6E6 ${ }^{\circ}$ | S8L6 ${ }^{\circ}$ | て8E0＊ | 601I＊0 | 82I0＊0 | OLI ${ }^{\circ} 0$ | $6990{ }^{\circ}$ | て†90＊0 |
| （8ESE．0） | （1000＊0） | （9010\％） | （て£カモ＊0） |  | （ 2000 0） | （c0L0＊） | （L886＊） |  |
| 9S0 0 | $6 t 08{ }^{\circ}$ | 01 10\％ | I0680 | ＋620＊0 | $6800{ }^{\circ}$ | ［100\％ | L6Z0＊0 | $2960{ }^{\circ} 0$ |
| （0000＊） | （8000＊0） | （E\＆00＊0） | （0966．0） |  | （8000＊0） | （8L I0\％） | （ $\downarrow$ L86＊） |  |
| SIL6\％ | ISOL＇0 | †0II「0 | LtI6．0 | 06tt＊ 0 | ZIS0＊0 | OSIO＊） | StSt＊0 | LZ6t＊ 0 |
| （ $\dagger 000 \times 1$ ） | （6000＊0） | （6EL0＊0） | （9586．0） |  | （6000＊0） | （ $\varepsilon \downarrow$［0\％ 0 ） | （8t86．0） |  |
| 829500 | $9 \angle S 0^{\circ} 0$ | L910＊0 | 80LS ${ }^{\circ}$ | ZL80＊0 | $\angle 800^{\circ} 0$ | SZ00＊0 | S880 0 | $6+S I^{\circ} 0$ |
| （ $\dagger 000 \times 1$ ） | （عL00＊0） | （0120＊0） | （ I8L6＊） |  | （ $\dagger$ I00＊0） | （EIZ0＊0） | （ELL6＊） |  |
| It ${ }^{\text {c }}{ }^{\circ}$ | EI L0\％ | SZIOO | 9 SES $^{\circ}$ | IZ01 0 | $0200{ }^{\circ}$ | ちて00＊0 | カt0I＊0 | $8 \pm 61^{\circ} 0$ |
| （0000＊） | （2000＊0） | （ $\dagger$ ¢00＊） | （¢9660） |  | （6000＊0） | （ $七$ ¢ 000 ） | （LS86＊） |  |
| $9086{ }^{\circ}$ | LSLLO | 0LLI＇0 | £E860 | $2 S+0.0$ | $\angle 900{ }^{\circ}$ | 0Z00＊0 | 8St0 0 | 1970 0 |
| （6666＊） | （ $\dagger 0000^{\circ} 0$ ） | （St66．0） | （0S00＊） |  | （ $20000^{\circ}$ ） | （8E660） | （ $\dagger$ S00＊） |  |
| 0 0669＊0 | $9962^{\circ} 0$ | SE6900 | $6689{ }^{\circ}$ | $07 L 0^{\circ} 0$ | L6I0．0 | ItL0 0 | てE900 | 8901＊0 |
| （SS960） | （LIO0＊） | （ZLZ0＊0） | （99E6＊） |  | （8100＊） | （ZLZ0＊0） | （0IL6＊） |  |
| LZLS 0 | $9670{ }^{\circ}$ | L9E0＊ | E0L9＊0 | ZSSİ0 | $0 \varepsilon 10{ }^{\circ}$ | 00I0＊0 | S6SI＇0 | 0 L LZ＊ 0 |
| （ $\dagger 8$ ¢9＊） | （ $5000{ }^{\circ}$ ） | （9959＊0） | （ $\downarrow$ I00＊） |  | （5000＊） | （28660） | （ $七$［00＊0） |  |
| SISC＊0 | t000＊0 | $66 E 8^{\circ} 0$ | EE9000 | Z0Sc ${ }^{\circ}$ | t000．0 | LISS＊0 | EE9000 | SL660 |
| （8Lt6＊） | （ $2000{ }^{\circ}$ ） | （ $6600^{\circ}$ ） | （LLE6＊） |  | （ $20000^{\circ}$ ） | （00L00） | （E686＊） |  |
| S86t＊ | $0920{ }^{\circ}$ | $6280^{\circ} 0$ | LOES 0 | ZSてZ＊0 | 8LI0＊0 | SSE00 | ELZで0 | 6ISナ＊ 0 |
| （ $七$ ¢S9＊0） | （6000＊0） | （0ヶL0．0） | （S8E9＊0） |  | （6000＊0） | （0ヶL0＊0） | （IS86＊） |  |
| 8188＊$\dagger$ | 290t ${ }^{\circ}$ | SLLO 0 | －6S8．9 | $6868^{\circ} 0$ | I8Lで0 | 6S L0．0 | 0ZI60 | ISOZ＇0 |
| （86660） | （0000＊0） | （ $6666^{\circ}$ ） | （2000＊） |  | （8000＊0） | （08660） | （ZI00＊0） |  |
| 6 CZ6＊0 | $\dagger$ I00＊$\dagger$ | 6EZ60 | S28900 | L862＊0 | SSLO 0 | 266200 | 6 ¢ $\dagger 00^{\circ}$ | £ยZE＊0 |
| （LSS8．0） | （0100＊0） | （8LI0\％） | （89E8＊） |  | （2I00＊0） | （8LI0＊） | （II86．0） |  |
| SカLt゚0 | $990 \varepsilon^{\circ} 0$ | 98100 | 29950 | ZZS0＊0 | LOE0＊0 | $0200{ }^{\circ}$ | IES00 | $660{ }^{\circ} 0$ |
| （ $8 \pm$ L6．0） | （0100＊0） | （LILO．0） | （IZ96＊） |  | （0L00＊0） | （LIL0＊0） | （2L86＊） |  |
| 209t＊ | 七200＊0 | て「00．0 | て8しが0 | L90t＊ 0 | $0200{ }^{\circ}$ | LE00\％ | 6IIt0 | LE880 0 |
| （LL88＊） | （SI98．0） | （8tて0＊0） | （SL00＊0） |  | （9EL60） | （Ltて0＊0） | （LIOO＊） |  |
| L8t9 ${ }^{\circ}$ | L6t $L^{\circ} 0$ | 27800 | $86 t 5^{\circ} 0$ | $8 t S 0^{\circ} 0$ | ［95000 | 0L00＊0 | てLto 0 | St80 0 |
| （ $1000{ }^{\circ}$ ） | （8000＊0） | （90Z0＊0） | （98L6＊） |  | （6000＊0） | （LOZO＊） | （ $\left.\dagger 8 L 6{ }^{\circ} 0\right)$ |  |
| 788t 0 | †E90＊0 | とIEで0 | It6t＊0 | Z691＊0 | ＋6I0＊0 | 86L0＊0 | ZILI 0 | S9tE 0 |
| （ $\dagger 000{ }^{\circ} \mathrm{I}$ ） | （2000＊0） | （6666．0） | （E000＊） |  | （6000＊0） | （28660） | （6000＊0） |  |
| ［810＊ | 2621＊0 | 0810 ${ }^{\circ}$ | $L L t C^{\circ} 0$ | SカLt゚ 0 | EャI0＊0 | ZSLt゚0 | $0860{ }^{\circ}$ | ［99＊＊ |
| （ES66＊） | （L000＊0） | （ $9010{ }^{\circ} \mathrm{O}$ ） | （It86．0） |  | （L000＊0） | （8010＊0） | （ $5886{ }^{\circ}$ ） |  |
| $665^{\circ} 0$ | てLけİ0 | tSIO\％ | L895 0 | L0tI ${ }^{\circ} 0$ | 0LE0＊0 | $8800{ }^{\circ}$ | とてヵ［ ${ }^{\circ} 0$ | EISで0 |
| （LSL60） | （8000＊0） | （0¢L0＊0） | （6196＊） |  | （6000＊0） | （0¢50＊0） | （ $9886^{\circ} 0$ ） |  |
| てしちヤ＊0 | $9760{ }^{\circ}$ | 86I0．0 | E8St＊ 0 | 0LZİ0 | ZSZ0＊0 | $\dagger$ ¢00＊0 | LZZI「0 | ttLで0 |
| （［21OL） | （ ${ }_{(\varepsilon)}$（ ） | $\left({ }_{(z)} \mathbf{0}\right)$ | （ ${ }_{\text {（ ）}}$（ ） |  | $\left({ }_{(\varepsilon)} \underline{M}\right)$ | $\left({ }_{(z)}, \underline{M}\right)$ | $\left({ }_{(\mathrm{L}}(\underline{M})\right.$ |  |
| ${ }_{\text {PIlere }}^{\mathrm{d}}{ }^{4} I d W$ | ${ }_{(\varepsilon)}^{y} I d W$ | $\text { (z) } 1 d W$ | ${ }_{\text {(I) }}^{y} I d W$ | $\stackrel{y}{\text { Ifाएँ }}$ | ${ }^{\sqrt[y]{4}(\varepsilon)}$ | $\text { (z) }{ }^{y} \text { g }$ | $\stackrel{y}{4}_{\text {(土) }}^{2}$ | ${ }_{\text {भाएँ }}^{\mathrm{d}} \text {, }$ |

## ACCEPTED MANUSCRIPT

| （¢6E60） | （2L80＊） | （เ\＆0z゙0） | （88t9＊0） |  | （SIOL｀） | （691で0） | （ 218900 ） |  | （OESI．0） | （IEtE＊0） | （8E0c＊0） |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S¢6L＊0 | LI85 ${ }^{\circ} 0$ | L662＇0 | 8IEL＇0 | $9 \downarrow \pm て ゙ 0$ | 27900 | $9860{ }^{\circ}$ | 86tI ${ }^{\circ} 0$ | EャEE＊0 | $628 z^{\circ} 0$ | L96で0 | L062＇0 | 0S62．0 | 8Sczio | L8tE 0 | $\cdot ə \wedge$ |
| （6100．I） | （ $2000 \cdot 0$ ） | （9010．0） | （9066．0） |  | （6000\％） | （2ZL00） | （69860） |  | （0¢00＊0） | （8£z0\％） | （て\＆L60） |  |  |  |  |
| $\mathrm{cozs}^{\circ} \mathrm{O}$ | とてt00 | t9900 | $8 \pm$ 2s 0 | E8L0 0 | 250000 | $\bigcirc \angle 00^{\circ} 0$ | 26L0 0 | tosI．0 | szzi．0 | IIEI．0 | OISI．0 | 8LZS．0 | 96L0＇0 | 80SI．0 | $6 \varepsilon$ |
| （2000．t） | （9000＊） | （5900．0） | （2E660） |  | （6000．0） | （¢ع100） | （95860） |  | （9100＇0） | （ $\dagger$ ¢L0\％） | （0S86．0） |  |  |  |  |
| ［98 ${ }^{\circ} 0$ | $6 \mathrm{tO} \mathrm{c}^{\circ} 0$ | $000{ }^{\circ} 0$ | ¢06200 | OLS0＇0 | 0\＆Z0＊0 | ¢ع00＊0 | LLSO＇0 | ¢ZL0＇0 | Scto 0 | $8 \pm$ ¢00 | $0 \varepsilon \angle 0 \cdot 0$ | $0008{ }^{\circ}$ | ¢8S000 | IELOO | $8 \varepsilon$ |
| （9000＇I） | （9000．0） | （ $2800{ }^{\circ} 0$ ） | （ $\varepsilon 1660^{\circ}$ ） |  | （6000＊0） | （EtI00） | （87860） |  | （8100＇0） | （6tI0\％） | （EE860） |  |  |  |  |
| LE9L．0 | $8 \mathrm{OL} 0^{\circ} 0$ | ¢8E0＇0 | 00LL＇0 | Et90 0 | 250000 | $0200{ }^{\circ}$ | ZS900 | Lt8000 | LOSO 0 | LISOO | $0000{ }^{\circ}$ | てS9L．0 | £S9000 | E¢800 | LE |
| （86660） | （5000＊） | （0900＊0） | （ $£$ E660） |  | （ L000\％） | （ t 01000 ） | （06860） |  | （2100＇0） | （L600\％） | （ $16860^{\circ}$ ） |  |  |  |  |
| E8E9 ${ }^{\circ}$ | $6889{ }^{\circ} 0$ | t6500 | 6It9 0 | $9180{ }^{\circ}$ | 1020 0 | tot000 | t $280{ }^{\circ} 0$ | 8LZİ0 | LIOI 0 | It $\angle 0^{\circ} 0$ | ＋821．0 | 8SLC＇0 | で8000 | 29tI「0 | $9 \varepsilon$ |
| （S6t60） | （9000＊0） | （06000） | （66E6\％） |  | （9000．0） | （96000） | （86860） |  | （ $5886{ }^{\circ} 0$ | （9600．0） | （0z00．0） |  |  |  |  |
| 02ts ${ }^{\circ}$ | £とIど0 | LSZI＇0 | ESLS＇0 | $6+\angle 0^{\circ} 0$ | EEt0 0 | ¢910\％0 | ¢SL0＇0 | z8\＆1．0 | £8\＆［ ${ }^{\circ}$ | z0¢10 | てIEI＊0 | E0LS 0 | ¢880\％0 | ISSI．0 | $\bigcirc \varepsilon$ |
| （1000＇t） | （9000＊0） | （ $1600{ }^{\circ} 0$ ） | （¢066．0） |  | （9000＊0） | （2600\％） | （20660） |  | （ $\downarrow$ E00 0 ） | （10100） | （S9860） |  |  |  |  |
| £96で0 | $8610{ }^{\circ} 0$ | OtS0．0 | 986200 | $8660{ }^{\circ}$ | 590000 | 6LI0＇0 | $900 \mathrm{I}^{\circ} 0$ | 89EE．0 | て¢Zど0 | 0IEと：0 | $698 \varepsilon^{\prime \prime} 0$ | 6 ¢tc．0 | 08II 0 | てEtど0 | t¢ |
| （2000＇t） | （5000＊） | （ 180000 ） | （91660） |  | （9000．0） | （ $66000^{\circ} 0$ ） | （66860） |  | （2100＊0） | （6600\％） | （06860） |  |  |  |  |
| S0tS ${ }^{\circ}$ | ILLで0 | 825000 | Sttc ${ }^{\circ}$ | SEtİ0 | LI9000 | 02100 | $8 \mathrm{ttl} \mathrm{l}^{\circ} 0$ | $9 \mathrm{S92} 0$ | szzz＊0 | $992 z^{\circ} 0$ | $099{ }^{\circ} 0$ | IStS ${ }^{\circ}$ | 66tI 0 | 0¢Lで0 | $\varepsilon \varepsilon$ |
| （66660） | （27660） | （ 2 LOO 0$)$ | （S000＇0） |  | （9L860） | （91500） | （8000＇0） |  | （8L860） | （ ¢LIO\％） | （8000．0） |  |  |  |  |
| L0t $L^{\circ} 0$ | tSt $L^{\circ} 0$ | てIE00 | ¢ $28 \mathrm{t}^{\circ} 0$ | 99EL＇0 | tStL $L^{\circ} 0$ | E6100 | $010 \varepsilon^{\circ} 0$ | tS660 | $0000{ }^{\circ} \mathrm{I}$ | 181900 | 8 82900 | 8SL800 | 8S1800 | 0000 ${ }^{\text {I }}$ | zE |
| （66660） | （ $2000 \cdot 0$ ） | （9010\％） | （98860） |  | （0100．0） | （tSL00） | （98860） |  | （ LI00＊） | （StI0\％） | （8E86．0） |  |  |  |  |
| $86 E 9{ }^{\circ} 0$ | $8972{ }^{\circ} 0$ | LOLO＇0 | $29 t 9^{\circ} 0$ | EZ9000 | $85^{\text {c／0 }} 0$ | Lt0000 | £E900 | †L60 0 | ¢69000 | I L9900 | $6 \mathrm{L60} 0$ | ttE9 0 | SS9000 | zE0100 | IE |
| （2000＇I） | （6000＊0） | （ISIO＊） | （It86．0） |  | （ع100\％） | （L6I0\％） | （16L60） |  | （¢Z00＊0） | （2610\％） | （ $58.66^{\circ}$ ） |  |  |  |  |
| 0665＊0 | ¢\＆t000 | 2200＊0 | $9809^{\circ} 0$ | てIİ0 | $0900{ }^{\circ} 0$ | \＆000\％ | ¢عıl 0 | 958100 | 8LEI＇0 | ¢てtI 0 | $998 \mathrm{I}^{\circ} 0$ | ¢L09 0 | £̇II0 | 598100 | $0 \varepsilon$ |
| （0000＇I） | （L000＇0） | （S010．0） | （88860） |  | （ $2000{ }^{\circ} 0$ ） | （ $\mathrm{C} 010{ }^{\circ} \mathrm{O}$ ） | （88860） |  | （EL00＇0） | （ $\downarrow 2$ O\％${ }^{\circ}$ | （E9L60） |  |  |  |  |
| 2L8500 | tS00\％ | LE000 | $8865^{\circ} 0$ | ZL85＊0 | ${ }^{\text {t }} 5000^{\circ} 0$ | LE000 | $8865^{\circ} 0$ | 0000 I | $0000{ }^{\circ} \mathrm{I}$ | 0000 － | $0000{ }^{\text {I }}$ | IE65 0 | IE6S 0 | 0000 ${ }^{\text {I }}$ | 62 |
| （ $5000{ }^{\text {T）}}$ | （ $5000{ }^{\circ} \mathrm{O}$ ） | （88660） | （ 1000 ） |  | （S000＊） | （18660） | （ $\dagger 100 \cdot 0)$ |  | （0z00＊0） | （E9660） | （8100＊） |  |  |  |  |
| † $290{ }^{\circ} \mathrm{I}$ | OIEO 0 | $\pm$ ¢90． | tLLI．0 | 80じか | S60000 | SIIt 0 | $2950{ }^{\circ}$ | $998 \varepsilon^{\circ} 0$ | LLOE．0 | $698 \varepsilon^{\circ} 0$ | 691E．0 | 9880 I | LEEt＊ 0 | 200t＇0 | 82 |
| （0000＇t） | （65860） | （0¢L0＊0） | （ 1 100\％${ }^{\circ}$ |  | （6S860） | （0¢L0\％） | （ 10000 ） |  | （2t00＇0） | （0¢L0\％） | （82860） |  |  |  |  |
| してZで0 | E8てt＊ 0 | ILIO 0 | E88100 | LZZt＊0 | E8てt＊ 0 | ILIO ${ }^{\circ}$ | E88100 | 0000 I | $0000{ }^{\circ}$ | 0000 － | $0000{ }^{\text {I }}$ | ItEt＊0 | ItEt＇0 | 0000 ${ }^{\text {I }}$ | $L Z$ |
| （8L860） | （E1000） | （181000） | （E8960） |  | （EL00\％） | （00z0\％） | （L8L60） |  | （L6L60） | （6810\％） | （ $\dagger$［00＇0） |  |  |  |  |
| £69t＇0 | L081．0 | $9100^{\circ} 0$ | tt8 $\mathrm{t}^{\circ} 0$ | เE01．0 | $66 E 0^{\circ} 0$ | E000\％ | 9S010 | E0zz＇0 | LOZで0 | $8661^{\circ} 0$ | 6 6Lİ0 | tZSt＊0 | tSOL 0 | 6てEで0 | 92 |
| （88660） | （ع000＊0） | （8LIO＊） | （ 20860 ） |  | （L000＊0） | （¢0z0＊0） | （88L60） |  | （6000＊0） | （E010\％） | （888600） |  |  |  |  |
| 6LL60 | 0659.1 | $8288{ }^{\circ}$ | L0860 | ELEOO | 6L20＇0 | 26200 | ¢LEOO | L8E0 0 | 89100 | IEE00 | 28E00 | StL0＇I | 8St000 | Lてか0 0 | sz |
| （L8660） | （8000＊0） | （ ¢ ¢ ¢000） | （9¢960） |  | （2I00\％） | （t8E0\％） | （ 50960 ） |  | （8100＇0） | （Etて0\％） | （6EL60） |  |  |  |  |
| ISL9 ${ }^{\circ}$ | $86 E Z^{\circ} 0$ | じI9 ${ }^{\circ}$ | S8L9 ${ }^{\circ}$ | 26t0 0 | ELIO 0 | $00+0{ }^{\circ}$ | $96+00^{\circ}$ | 82L0 0 | CLt00 | IS9000 | IELO＇0 | E08L＊0 | tL90＇0 | 5980\％ | tて |
| （86660） | （0000＊0） | （68660） | （6000＊） |  | （2100\％） | （02660） | （8100．0） |  | （21000） | （¢L660） | （EL00\％） |  |  |  |  |
| 88960 | てE88 ${ }^{\circ}$ | S6960 | E91t＊0 | ELZS＇0 | $8010^{\circ} 0$ | L82S ${ }^{\circ}$ | 2S0100 | Etts ${ }^{\circ} 0$ | $8500{ }^{\circ}$ | tSts ${ }^{\circ} 0$ | LZSZ゙0 | szI0＇I | 6995＊0 | 66SC．0 | £ |
| （E000＇I） | （8000＊） | （68660） | （L000\％） |  | （8000．0） | （ 886600$)$ | （8000＇0） |  | （ $\mathrm{I} 866^{\circ} \mathrm{O}$ | （zEL0\％） | （LZ00＊） |  |  |  |  |
| $06660^{\circ}$ | $01100^{\circ}$ | $0000{ }^{\text {I }}$ | cs810 | S8660 | $01100^{\circ}$ | $0000^{\circ} \mathrm{I}$ | $6 \mathrm{SS} 5^{\circ} 0$ | S6660 | $0000{ }^{\text {I }}$ | $0000{ }^{\circ}$ | でて8．0 | 0000 ${ }^{\text {I }}$ | 0000 I | 0000 ${ }^{\text {I }}$ | てz |
| （ $1000{ }^{\circ} \mathrm{I}$ ） | （9000＇0） | （ $\mathrm{t600}{ }^{\circ} \mathrm{O}$ ） | （20660） |  | （9000．0） | （9600．0） | （86860） |  |  | （9010＇0） | （6S860） |  |  |  |  |
| 0L6で0 | \＆ 1000 | 9 SZO 0 | L662＇0 | 0ZII＊0 | $1 \vdash 00^{\circ} 0$ | ＋6000 | IEL「0 | ZLLE＇0 | $829 \varepsilon^{\circ} 0$ | $069 \varepsilon^{\circ} 0$ | ELLE＇0 | †ยเど0 | t6I「0 | 018800 | IZ |
| （E6Sc．0） | （68ES．0） | （ $6610{ }^{\circ} \mathrm{O}$ ） | （0100\％） |  | （ع6L60） | （ 561000 ） | （ ¢100＊0） |  | （I200＊0） | （99660） | （EL00\％） |  |  |  |  |
| 9tLL＇I | LS8て＇${ }^{\circ}$ | E691＇0 | †ZL9＊0 | †8Iで0 | szzzio | $6020{ }^{\circ}$ | †て9000 | IEZI「0 | LL900 | てEZI＇0 | LZ6000 | S6L9 I | ¢6Ez＇0 | 97tI「0 | 02 |

## ACCEPTED MANUSCRIPT

The last four columns show the MPIs of the three processes and the system calculated using Equation (7). There are only five branches, Numbers 3, 9, 19, 20, and 28, whose performances have improved. The average of 0.7955 indicates that the performances of the thirty-nine branches have in general declined. This finding is consistent with that obtained from the black-box model. However, the black-box model misjudges two branches, Numbers 23 and 25, as having improved performance. The average MPIs shown in the last row indicate that process two is in general the one whose performance declines the most. The coefficients associated with the process MPIs in expressing the system MPIs, as obtained from Equation (8), are shown in parentheses. The sum of the MPIs of the three processes multiplied by their respective coefficients produce the system MPI, as is clear, for example, from branch Number 1: $0.9619 \times 0.4583+0.0130 \times 0.0198+0.0008 \times 0.0926=0.4412$. Most of the total coefficients associated with the three process MPIs have values close to one (except those for branches Numbers 9, 11, 18, and 20), indicating that the system MPI is approximately equal to the weighted average of the process MPIs.

## 4. Conclusion

The conventional DEA models for measuring efficiencies treat the production system as a black box, ignoring the operations of the component processes. As a result, the measured efficiencies are misleading, and the subsequent measures of MPI are incorrect. This paper thus develops a relational model to measure the MPIs for parallel production systems in a more meaningful manner.

A merit of the relational model for parallel systems is that the efficiency of the system can be decomposed into a weighted average of those of the component processes. The MPI used in this paper is the biennial MPI (which is the global MPI involving only two periods), based on which a number of properties are obtained. The changes in performance between 2000 and 2001 for thirty-nine branches of an Iranian commercial bank are presented to illustrate the proposed method, and this work has several findings, as follows.
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First, the MPIs measured from the conventional black-box model, without taking the operations of the component processes into account, may misjudge the changes in performance of a DMU in two periods. Second, the system MPI measured from the parallel model is a linear combination of the process MPIs. The empirical results show that this linear combination is quite close to a convex combination, implying that the system MPI is approximately a weighted average of the process MPIs. Third, the decomposition of the system MPI into a linear combination of the process MPIs helps identify the processes that cause the decline in the performance of the system. Based on these findings, a general conclusion is that the parallel model should be used whenever the data is available.

In this paper the returns to scale are assumed to be constant. Whether the system MPI can be decomposed into a linear combination of the process MPIs under variable returns to scale or not requires further study. This is a topic for future research.

While real world systems are more complicated than the parallel one discussed in this paper, they can usually be expressed as a combination of the two basic network structures, series and parallel [24]. It is thus believed that the MPI of a general network system can be expressed as a function of the MPIs of its component processes based on the decompositions for series systems discussed in Kao and Hwang [11] and for parallel systems in this paper. This is a direction for future studies.
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Highlights

- This paper measures the MPI of a parallel system.
- The system MPI is a linear combination of the process MPIs.
- The parallel model is more discriminative than the black-box one in judging changes in performance.
- The changes in performance of 39 branches of a commercial bank are investigated.

