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1 In Krugman (1980) there are two countries (hom
(increasing returns and constant returns to scale) and on
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freely traded across countries. Preferences are Cobb–D
For the IRS goods, preferences are of the CES ty
symmetrically in the utility function of a representativ
incur marginal and fixed costs of production, which
equal across countries.
a b s t r a c t

In a standard imperfect competition model, we endogenize the costs of production of firms in the increas-
ing returns sector (IRS) via process R&D. We show that firms in the larger region in terms of demand
invest more in R&D (i.e.: they are bigger in size and have lower marginal costs) than firms in the smaller
region, since the former exploit larger economies of scale in production to pay for the costs of R&D. As a
result, when the return on R&D is high, the larger region does not employ disproportionately more labor
nor attracts a disproportionately larger share of firms in the IRS in relation to share of demand it hosts,
i.e.: negative home market effects (HMEs) in employment and in the number of firms. When this occurs,
only partial agglomeration of the IRS in the larger region is sustainable in equilibrium. Even so, the larger
region always runs trade surplus in the IRS, i.e.: HME in trade patterns.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction A central assumption in Krugman (1980) is that the costs of pro-
In 2008, Paul Krugman won the Nobel Memorial Prize in Eco-
nomics for his contributions to the ‘‘new’’ trade theory and to the
‘‘new’’ economic geography (Krugman, 1980, 1991). Central to
both of these theories are the so-called ‘‘home market effects’’
(HMEs). In a two-region economy, the HMEs predict that the larger
region in terms of demand, in comparison to the smaller region: (i)
attracts a disproportionately higher share of firms in the increasing
returns sector (IRS) in relation to the share of demand it hosts
(HME in the number of firms); (ii) uses disproportionately more
factors of production in the IRS in relation to the share of demand
it hosts (HME in employment); and (iii) runs trade surplus in the
IRS (HME in trade patterns).
ll rights reserved.

e and foreign), two sectors
e factor of production (labor).
geneous good under perfect
d goods under monopolistic
e costs, while the CRS good is
ouglas across the two goods.

pe and each variety enters
e consumer. Firms in the IRS
are constant, exogenous and
duction are exogenous.1 We check the robustness of Krugman
(1980) HMEs when the costs of production are endogenous. Costs
of production are endogenized via process R&D investment that re-
duces marginal costs but increases fixed costs. In this set-up, we
show that when the return on R&D is high, the larger region, rela-
tively to the smaller region, does not disproportionately employs
more labor nor attracts a disproportionately larger share of firms
in the IRS in relation to share of demand it hosts (negative HMEs
in the number of firms and in employment), but even so it always
runs a trade surplus in the IRS (HME in trade patterns). In other
words, while we continue to have a HME in trade patterns, we find
negative HMEs in the number of firms and in employment, given
that an increase in the market size of the larger region triggers a less
than proportional increase in the number of local firms and factor
employment.

Our paper then contributes to the theoretical and the empirical
literature on HMEs. We contribute to the theoretical literature on
HMEs, since we check the robustness of one of the assumptions
in Krugman (1980): exogenous costs of production. Standard
imperfect competition models (Krugman, 1980; Brander, 1981
and Ottaviano et al., 2002) assume exogenous costs of production
for analytical convenience. However, as we all know, the empirical
evidence demonstrates that the costs of production are
endogenous (Gustavsson et al., 1999; Aw et al., 2008; Glaeser
et al., 2010). But further than just adding more realism to
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trade-geography models, our results point out that the assumption
of exogenous costs of production is not innocuous.

In this way, we follow the theoretical literature on the robust-
ness of HMEs. For instance, Head et al. (2002) show that HMEs
are robust to market structure and preferences (see also Feenstra
et al., 2001; Helpman, 1990; Yu, 2005).2 However, HMEs can be
canceled if the constant returns good is also subject to trade costs
(Davis, 1998; Crozet and Trionfetti, 2008), if there are many regions
in the world economy with very similar factor endowments (Behrens
et al., 2009), and if the IRS consists of non-traded goods (Behrens,
2005).

We also contribute to the empirical literature on HMEs, since
our results provide some guidelines for the empirical tests on
HMEs. In fact, the empirical literature on HMEs is inconclusive in
what respects the existence of HMEs. For example, while Lundbäck
and Torstensson (1998), Davis and Weinstein (1999, 2003), and
Brülhart and Trionfetti (2009) find support for HMEs; the contrary
occurs in Davis and Weinstein (1996), Feenstra et al. (2001), and
Head and Ries (2001).

Our paper sheds light on these conflicting results. To see this,
note that the reason why in our set-up HMEs in the number of
firms and in employment do not necessarily emerge, while the
same is not the case with HME in trade patterns, is that when
the costs of production are endogenous, firms become endoge-
nously asymmetric across regions. When firms in one region have
lower marginal costs and are bigger in size than firms in the other
region, the number of firms and the employment of factors of pro-
duction in the former are reduced. Though, firms from this region
still export more than foreign rivals, due to their higher cost com-
petitiveness, i.e.: in a set-up with endogenous costs of production
there is no direct link between the three HMEs.

In standard trade models, on the contrary, there is a direct link
between the three HMEs, since firms are symmetric in cost com-
petitiveness and size. In other words, if a region hosts more firms,
it also employs more factors of production and runs a trade surplus
in the IRSs. Due to this direct link between the three HMEs when
the costs of production are exogenous, the empirical literature on
HMEs just focus in one type of HME, in particular, in either the
number of local firms (Davis and Weinstein, 1996, 1999, 2003) or
in the balance of trade in IRSs (Lundbäck and Torstensson, 1998;
Feenstra et al., 2001).3

Our paper then indicates that to focus in only one HME can be
misleading, since the direct link between the three HMEs does not
necessarily always arise. When this is the case, the existence of one
HME might not translate into the existence of the others. For
example, an empirical paper that fails to find HME in the number
of firms can end up dismissing HMEs in general, when in fact the
HME in trade patterns are present. In this sense, our results point
out that the empirical literature on HMEs needs to develop tests
that simultaneously check for the three HMEs and to take into ac-
count cost competitiveness and size asymmetries between firms in
different regions.4

An interesting aspect of the asymmetries between firms gener-
ated in our model endogenously is that they result from a spatial
2 In particular, HMEs are also present in oligopolist models, like Brander (1981), or
in monopolistic competition models with linear demand, such as Ottaviano et al.
(2002). Since Krugman (1980), Brander (1981), and Ottaviano et al. (2002) are then
very similar in terms of HMEs, we label them as standard imperfect competition
models.

3 To the best of our knowledge, we are not aware of any paper that tests for HMEs
in employment. This is in part due to data limitations and reverse causation issues.

4 With the exception of Davis and Weinstein (1996, 1999, 2003), the empirical
papers develop different measures of HMEs. This makes it difficult to evaluate the
different contributions. However if, as we suggest, the empirical literature derives
tests that encompass the three HMEs, the comparison between the different
contributions becomes more direct.
dimension that is absent in standard imperfect competition mod-
els. In fact, when the costs of production are endogenous, outputs
and prices depend not only on the spatial distribution of firms (as
in standard imperfect competition models), but also on the spatial
distribution of demand.5 In particular, firms located in larger mar-
kets invest more in R&D and therefore achieve lower marginal costs
than firms in smaller markets.

In addition, the relationship between R&D and the number of
local firms is non-monotonic: while an increase in the number of
firms in a market with a small industry promotes local firms’
R&D, the contrary occurs in a market with a large industry. In this
way, our paper is in accordance with the empirical work of Aghion
et al. (2005, 2009). They show that innovation is shaped by the
number of local firms and that the relation is non-linear.

The consequence of the spatial dimension in our model is that
the location equilibrium involves stable partial agglomeration
equilibriums when the return on R&D is high, even when a region
hosts a relatively higher share of the world demand. In standard
imperfect competition models when regions differ greatly in mar-
ket size, partial agglomeration equilibriums are unstable and total
agglomeration always emerges as the only stable equilibrium (see
Krugman, 1991). This is an interesting result, given that, as argued
by Baldwin et al. (2003), partial agglomeration configurations are
more realistic than total agglomeration ones. In this sense, we also
introduce a new motive for partial agglomeration: endogenous
costs of production.6

The remainder of the paper is organized as follows: In Section 2,
we present an imperfect competition trade model that encom-
passes both the exogenous and the endogenous costs of production
cases. In Section 3 and 4, we analyze the exogenous and the endog-
enous costs of production cases in terms of HMEs and spatial equi-
librium. In Section 5, we conclude.
2. The model

We adopt the framework in Krugman (1980), which is the stan-
dard set-up for deriving HMEs. The objective is to make our model
as similar as possible to those in the literature on the HMEs.
2.1. Basic structure

The model considers one factor of production, two regions, and
two sectors. The sectors are the constant returns sector (CRS) and
the increasing returns sector (IRS). The two regions are home (H)
and foreign (F). Preferences and underlying technologies are the
same in both regions. The only factor of production is labor, which
is internationally immobile. We denote M as the world endowment
of labor and wH and wF as the labor wages at H and F, respectively.
In turn, r represents the share of the world endowment of M lo-
cated at home (with r 2 0;1ð Þ). Therefore, r is the home share of
the world expenditure and rM ¼ mH is the number of consumers
at home (and for the foreign country 1� rð ÞM ¼ mF ). Since the
model is symmetric, in the following, we concentrate our attention
in the home region. Equations for foreign apply by symmetry.

The CRS produces a homogenous good under perfect competi-
tion. The CRS -good is freely traded between regions. The CRS is
kept in the background and its role is to represent the ’’rest of
5 The empirical literature on agglomeration and efficiency support our results in
that they highlight the importance of both the local levels of demand and of
competition on firms’ productivity. See for instance Mitra (1999), Paul and Siegel
(1999), Henderson (2003), Cohen and Paul (2005), and Andersson and Lööf (2011).

6 Other reasons pointed out for partial agglomeration are: non-traded goods
(Helpman, 1998); decreasing returns (Puga, 1999); limited factor mobility (Ludema
and Wooton, 1999); and the absence of income effects (Pflüger, 2004).



9 The alternative to process R&D is product innovation R&D. For the relation
between the two see Callois (2008).

10 For a more recent exposition of trade models under oligopoly see Neary (2010).
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the economy’’ and to correct for trade imbalances that can occur in
the IRS.

Firms in the IRS compete in an oligopolistic imperfect competi-
tive setting to produce a homogenous good.7 Contrary to the
CRS-good, the IRS-good is subject to trade costs (t) when exchanged
between regions. Resources of the sending region are used to pay for
the trade costs of the IRS-good. The number of firms in the world
economy is N ¼ nH þ nF . Where 1H;2H; . . . ;nH is the number of firms
located at home and 1F ;2F ; . . . ;nF is the number of firms located at
foreign. Then s 2 0;1ð Þ is the share of firms at home, i.e.: home hosts
sN ¼ nH firms in the IRS, while foreign ð1� sÞN ¼ nF . There is free en-
try and exit and in the long run equilibrium the number of firms in
each region is determined by the zero profit condition.

Both the CRS and the IRS use labor as only input. This implies
that due to perfect competition in the CRS and no trade costs in
the CRS-good, this good is the numéraire. Furthermore, since labor
is used in both sectors, then, as long as the CRS produces positive
output, the economy wide wages are fixed relatively to the price
of the CRS-good. Thus, nominal wages in both regions and sectors
can be normalized to one.8

2.2. Preferences

We assume that the preferences of a representative home con-
sumer are quasi-linear in the CRS-good and in the IRS-good, with a
quadratic sub-utility in the latter:

max UHðq0H; qiHÞ
q0H>0;qiH>0

¼ q0H þ a
XnH

i¼1H

qiH þ
XnF

j¼1F

qjH

 !

� b
2

XnH

i¼1H

qiH þ
XnF

j¼1F

qjH

 !2

; ð1Þ

where q0H is the quantity of the CRS-good consumed at home and
qiHis the sales of the home firm i to each consumer in the home mar-
ket (with i ¼ 1H;2H; . . . ;nH) and qjH is the exports of the foreign firm
j to each consumer in the home market (with j ¼ 1F ;2F ; . . . ;nF). Also,
nH þ nF ¼ N (number of firms in the IRS in the world economy). We
assume that the CRS-good is the numé raire and therefore its price
can be normalized to P0 ¼ 1.

Utility is maximized subject to the budget constraint:

XnH

i¼1H

PiHqiH þ
XnF

j¼1F

PjHqjH þ q0H 6 I; ð2Þ

where PiH is the price charged by firm i for the IRS-good at home,
with i ¼ 1H;2H; . . . nH (and a similar interpretation for PjH). In turn,
I is the income of a representative consumer. Income equals labor
returns that, as we have seen, are wH ¼ wF ¼ 1.

2.3. Firms and technology

We assume a linear cost function for the IRS. In particular, firms
incur marginal and fixed costs of production. For the home firm i
(with i ¼ 1H;2H; . . . nH) these are Ci and Gi, respectively. The total
costs of producing qiH þ qiF units for the home firm i are then:

TCi ¼ Gi þ Ci qiH þ qiFð Þ: ð3Þ
7 We choose an oligopoly model, since the type of R&D investment considered in
this paper is usually employed in this set-up. To justify this choice we use the result in
Head et al. (2002) that standard imperfect competition models with exogenous costs
of production, oligopoly or monopolistic competition, are equivalent in terms of
HMEs.

8 Combes et al. (2008) provide empirical evidence on the spatial behavior of wages.
See also Gerlach et al. (2009), Combes and Duranton (2006) on the role of labor
markets on innovation and the location of industry.
We consider two types of costs of production: exogenous and
endogenous. In the endogenous costs of production case, costs of
production are endogenized via R&D investment. As in Krugman
(1984), firms choose outputs and R&D levels simultaneously. We
therefore do not take into account strategic R&D investment (see
the appendix for the implications of strategic investment). The
objective of this assumption is to demonstrate that our results
are not driven by strategic behavior on R&D, but are only due to
the endogeneity of the costs of production. We choose a standard
functional form for the marginal and the fixed costs of production
with R&D. To be more precise, we follow Leahy and Neary (1997) in
assuming process R&D investment.9 Denoting ki P 0 as R&D by the
home firm i, we have:

Ci ¼ c � hki

Gi ¼ g þ ck2
i

2
;

ð4Þ

where c > 0 and g > 0 are the marginal and the fixed costs without
R&D. In turn, h > 0 is the cost-reducing effect of R&D and c > 0 is
the cost of R&D. Note that not only do all firms in a location have
the same cost parameters (i.e.: hi ¼ hH; ci ¼ cH , gi ¼ gH and ci ¼ cH

for i ¼ 1H;2H; . . . nH), but the same also occurs for firms located in
different regions (i.e.: hH ¼ hF ¼ h; cH ¼ cF ¼ c; gH ¼ gF ¼ g and
cH ¼ cF ¼ c). This is assumed in order to make sure that asymme-
tries between firms only arise endogenously.

The only difference between the endogenous and the exoge-
nous costs of production case is the cost function. In particular,
the cost function when the costs of production are exogenous is
a special case of Eq. (4) with ki ¼ 0, i.e.: the endogenous costs of
production model encompasses the exogenous costs of production
model. When ki ¼ 0, costs are exogenous because they cannot be
changed by the firm, i.e.: Ci ¼ c and Gi ¼ g. Furthermore, the costs
of production are the same across regions, i.e.: CH ¼ CF ¼ c and
GH ¼ GF ¼ g. In this sense, the exogenous costs of production case
is similar to the oligopoly trade model of Brander (1981).10

In the endogenous cost of production case, Eq. (4) shows that
process R&D reduces marginal costs, but increases fixed costs
ð@GH
@ki

> 0and @CH
@ki

< 0Þ.11 Therefore, when firms choose R&D they face

a trade-off between lower marginal costs and higher fixed costs
(and vice versa). In addition, the assumption of quadratic fixed costs

of R&D, c kið Þ
2

2 , implies diminishing returns to scale in R&D.12 In spite of
diminishing returns to scale in R&D, we shall see that firms can still
explore economies of scale in production in order to invest more in
R&D and to pay for the extra fixed costs.13 In this way, firms located
in larger markets can invest more in R&D, and as a result, achieve
lower marginal costs than firms in smaller markets.

Following Brander (1981), firms set outputs taking as given the
outputs of the rivals. Furthermore, due to trade costs, markets are
segmented. This implies that firms can price discriminate between
locations, i.e.: firms choose the quantities to ship to each market
independently, and therefore the export price (net of transport
11 As discussed by Neary (2010), then, ki does not need to be interpreted only as
R&D investment, but can be thought of as any other strategic variable that firms use
to affect their costs of production (such as capital stock and quality or distribution
channels).

12 There is no consensus in the empirical literature of whether R&D exhibits
constant, increasing or diminishing returns to scale, although there seems to be more
support for the diminishing returns hypothesis (see Fung, 2002).

13 The importance of fixed costs and scale economies for R&D is confirmed by the
empirical studies of Gustavsson et al. (1999), Aw et al. (2008). In turn, increasing
returns are the hallmark of the ‘‘new’’ trade theory (Krugman, 1980) and the empirical
evidence shows its centrality in international trade (see Antweiler and Trefler, 2002).
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costs) needs not be equal to the price charged to domestic consum-
ers.14 We then have that, as in Brander (1981): qiH ¼ qHH; qiF ¼
qHF ; ki ¼ kH ;Ci ¼ CH and Gi ¼ GH for i ¼ 1H;2H; . . . nH , and the same
for foreign firms. However, in the endogenous costs of production
case, due to trade costs, market size differences, increasing returns
and R&D investment is possible to have kH – kF and as such, differ-
ently from standard imperfect competition models with exogenous
costs of production, CH – CF and GH – GF . Below, we prove this
endogenous asymmetry property.

2.4. Demand

As shown in Appendix, given that the price conditions for home
and foreign products at home are similar, they also face the same
price, so PiH ¼ PjH ¼ PH . From the maximization problem in Eq.
(1), subject to the restriction in Eq. (2), we can then demonstrate
that the demand for the IRS-good equals (see Appendix):

PH ¼ a� bQ H; ð5Þ

where QH ¼
PnH

i¼1H
qiH þ

PnF
j¼1F

qjH . From Eq. (5) we have that the de-
mand for the IRS-good is independent of income. In this formulation
all income effects are captured by the numéraire good. This is so
because we use a quasi-linear utility function that abstracts from
general equilibrium income effects. In this way, our model is similar
to the monopolistic competition models with linear demands of
Ottaviano et al. (2002) and Melitz and Ottaviano (2008). However,
as we prove in Appendix, results in our model do not depend on
the relative size of the manufacturing sector.

2.5. Firms’ profits

From the above, we have that the maximization problem for a
representative home firm, in both the exogenous and endogenous
cost of production case, can then be stated as:

max PH qHH;qHFð Þ
qHHP0;qHF P0;kHP0

¼ PH � CHð ÞmHqHH þ PF � CH � tð ÞmF qHF �GH; ð6Þ

where t represents the trade costs. Following the trade literature,
we assume that: firms in different regions incur the same trade
costs to export products, i.e.: t ¼ t�; and that the trade costs are
not à priori prohibitive, i.e.: 0 < t < a� c. Note, however, that the
latter assumption is not sufficient to assure that it is profitable for
a firm to export. Below, we derive the conditions for trade to arise
in equilibrium for the exogenous and the endogenous costs of pro-
duction cases.

In the next sections, we analyze the HMEs in the exogenous and
endogenous costs of production cases. We start by defining HMEs
and then apply this to the exogenous and the endogenous costs of
production cases.

3. Home market effects

As mentioned in the introduction, in the context of a standard
imperfect competition model with exogenous costs of production,
there are three types of HMEs: in the number of firms, in employ-
ment and in trade patterns. We start with HME in the number of
firms and then turn to the other two.

3.1. HME in the number of firms

The point of departure for the HME in the number of firms is the
free entry condition. We assume that firms enter the industry until
14 As shown by Brander and Krugman (1983) this occurs because Cournot rivalry
leads to reciprocal dumping.
all profit opportunities are exhausted. The free entry conditions
therefore imply that:

PH ¼ PF ¼ 0) DP ¼ PH �PF ¼ 0; ð7Þ

where DP is the profit differential between locating at home or at
foreign. Totally differentiating DP with respect to s and r, we
obtain:

dDP ¼ @DP
@s

dsþ @DP
@r

dr: ð8Þ

From Eq. (8), we have:

ds
dr
¼

@DP
@r

� @DP
@s

: ð9Þ

In the literature on HMEs, @DP
@r is usually denoted as the ‘‘demand

effect’’ and @DP
@s as the ‘‘crowding-out effect’’. The demand effect

measures the change in profits of domestic firms as a result of
changes in local market size. The crowding-out effect looks at the
change in profits of domestic firms as a consequence of changes
in the number of local firms.

When home is the larger region, the HME in the number of
firms arise if home hosts a disproportionately larger share of the
world’s firms than of the world’s demand, i.e.: ds

dr > 1 (see Head
et al., 2002). This is so if:

ds
dr
> 1) @DP

@r
þ @DP

@s
> 0: ð10Þ

The following proposition can then be stated.

Proposition 1. The HME in the number of firms emerges in the larger
region if the sum of the ‘‘demand effect’’ and the ‘‘crowding-out effect’’
is positive.
3.2. HMEs in employment and trade patterns

The HME in employment is derived from the full employment
condition. Note that the full employment condition at home im-
plies that:

mH ¼ nH CHqH þ CHð Þ þ q0H )
nH CHqH þ CHð Þ

mH
¼ 1� q0H

mH
; ð11Þ

where qH ¼ qHH þ qHF . If home is the larger region, the HME in
employment emerges if, in relation to the share of world demand
it hosts, home employs relatively more labor in the IRS than does
foreign:

nH CHqH þ CHð Þ
mH

>
nF CFqF þ CFð Þ

mF
) s

r
1� rð Þ
1� sð Þ >

CFqF þ CF

CHqH þ CH
: ð12Þ

For the HME in trade patterns, we have to start from the trade
balance for the IRS, which equals:

BH ¼ mF nHqHFPF �mHnF qFHPH: ð13Þ

If home is the larger region, the HME in trade patterns arises if
home runs a trade surplus in the IRS, i.e.: BH > 0. This occurs when:

BH > 0) s
r

1� r
1� s

>
qFHPH

qHFPF
: ð14Þ

The expressions for HMEs in employment and in trade patterns
are then similar, since the left hand side of Eqs. (12) and (14) is the
same. Furthermore, s

r
1�rð Þ
1�sð Þ is associated with the HME in the number

of firms, because it relates the share of firms at home with the
share of firms at foreign weighted by the share of demand at for-
eign to the share of demand at home. In fact, if home is the larger
region and hosts a disproportionately larger share of the world’s
firms than of the world’s demand (HME in the number of firms),
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s
r

1�r
1�s > 1. Otherwise, with negative HME in the number of firms,

s
r

1�r
1�s < 1. In this way, it can be notice that HMEs in employment

and in trade patterns are present when the same occurs with the
HME in the number of firms.

The above results are summarized in the next proposition.

Proposition 2. The HME in employment arises when the share of
firms and demand in the larger region relatively to the smaller region
is larger than factor employment for a representative firm in the
smaller region relatively to factor employment for a representative
firm in the larger region. The HME in trade patterns emerges when the
share of firms and demand in the larger region relatively to the smaller
region is larger than exports for a representative firm in the smaller
region relatively to exports for a representative firm in the larger
region.

In the next two sub-sections, we look at the HMEs through the
two cases considered in this paper: exogenous and endogenous
costs of production.

4. Exogenous costs of production

In this section, we analyze the exogenous costs of production
case, i.e.: with kH ¼ kF ¼ 0. We start with the production equilib-
rium, then turn to HMEs in the number of firms, employment
and trade patterns and close with the spatial equilibrium.

4.1. Production equilibrium

To find the production equilibrium, we need to derive the first
order conditions (FOCs) for outputs per consumer. It can be shown
that from the maximization problem in Eq. (6), we obtain:

qii ¼
a� c þ njt
� �

b N þ 1ð Þ

qij ¼
a� c � t nj þ 1

� �� �
b N þ 1ð Þ ;with i; j ¼ H; F and i – j:

ð15Þ

Remember that nH ¼ sN and nF ¼ 1� sð ÞN. Solving for prices
from Eq. (5), we arrive at:

Pi ¼ c þ a� c þ njt
N þ 1

; with i; j ¼ H; F and i – j: ð16Þ

Eqs. (15) and (16) show two important features of standard
imperfect competition models with exogenous costs of production
(like Krugman, 1980; Brander, 1981; Ottaviano et al., 2002). In first
place:

dqHH

ds
¼ � tN

b N þ 1ð Þ < 0

dqHF

ds
¼ tN

b N þ 1ð Þ > 0

dPH

ds
¼ � tN

N þ 1ð Þ < 0:

ð17Þ

In other words, sales per consumer and prices depend on the
spatial distribution of firms. In particular, as the number of firms
increases at home, home prices decrease, home firms’ output per
consumer in the home market decreases and home firms’ output
per consumer in the foreign market increases. However, and in sec-
ond place:

dqHH

dr
¼ dqHF

dr
¼ dPH

dr
¼ 0: ð18Þ

Sales per consumer and prices therefore do not depend on the
spatial distribution of demand. Then, in a standard imperfect com-
petition model with exogenous costs of production there is no spa-
tial price discrimination in relation to demand patterns, only with
respect to industrial location patterns. As we shall see, the same is
not the case when the costs of production are endogenous, and this
difference has important implications for the crowding-out effects,
the demand effects, the HMEs and the spatial equilibrium.

Before turning to the HMEs, note that it only makes sense to talk
about HMEs when trade between regions is possible. In other
words, at the base of the analysis of HMEs is to know whether
international trade can contribute to the emergence of HMEs. This
issue does not occur with monopolistic competition models with
CES demand (like Krugman, 1980) since, independently of param-
eter values, firms always export. However, when demand is linear,
as in this paper, for very high trade costs firms do not export (see
also Ottaviano et al., 2002; Head et al., 2002). Therefore, we need to
derive the threshold level of trade costs below which it is profitable
for firms to export, i.e.: the trade condition. The trade condition is
obtained by making qHF ¼ 0 and qFH ¼ 0 and solving for t (see
Appendix):

t < �tH ¼ �tF �
a� c
N þ 1

: ð19Þ

In this way, in a standard imperfect competition model with
exogenous costs of production, the trade condition is the same
for the home and the foreign firms and does not depend on the
international distribution of demand (r) or industry (s).

With outputs per consumer and prices, in the next subsections
we are ready to focus on the HMEs and on the spatial equilibrium.

4.2. HME in the number of firms

As we have seen, in order to calculate the HME in the number of
firms, we have to analyze the free entry-exit condition, Eq. (7).
With exogenous costs of production, DP simplifies to:

DP ¼ 2 2D� tð Þ r � 1
2

� �
� Nt s� 1

2

� �� �
Mt

N þ 1ð Þb

� �
¼ 0: ð20Þ

From Eq. (20), we can investigate two important relations in the
model. First, the existence of crowding-out and demand effects.
Second, the equilibrium number of firms in each location. We start
with the crowding-out and demand effects, which equal,
respectively:

@DP
@s
¼ � 2t2NM

N þ 1ð Þb < 0

@DP
@r
¼ 2Mt 2D� tð Þ

N þ 1ð Þb > 0:
ð21Þ

In a standard imperfect competition trade model with exoge-
nous costs of production, then, the demand effect is positive (prof-
its of local firms increase with the size of the domestic market) and
the crowding-out effect is negative (profits of local firms decrease
with number of domestic firms).

In turn, the equilibrium number of firms in each location, ŝ, can
be found by solving DP ¼ 0 for s:

ŝ ¼ 1
2
þ

2 a� c � t
2

� �
Nt

r � 1
2

� �
: ð22Þ

Eq. (22) shows that:

r ¼ 1
2
) ŝ ¼ 1

2

r >
1
2
) 1

2
< ŝ 6 1

r <
1
2
) 0 6 ŝ <

1
2
:

ð23Þ

In equilibrium, then, the larger region always hosts more firms
than the smaller region.
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We can now study whether the larger market not only hosts
more firms, as shown in Eq. (22), but also hosts a disproportion-
ately higher share of the world’s firms than of the world’s demand
(i.e.: HME in the number of firms). We have seen above that HME
in the number of firms arise if Eq. (10) is satisfied. Inserting Eq. (21)
in Eq. (10), we find:

@DP
@r
þ @DP

@s
¼ 2 2D� t N þ 1ð Þð ÞMt

N þ 1ð Þb > 0: ð24Þ

In this sense, as long as trade is possible, i.e.: Eq. (19) is satisfied,
the larger region hosts a disproportionately higher share of the
world’s industry than of the world’s demand. Therefore, in a stan-
dard imperfect competition model, HME in the number of firms al-
ways arise.

4.3. HMEs in employment and trade patterns

In what relates to HMEs in employment and trade patterns,
remember that HMEs in employment and trade patterns depend
on the relation s

r
1�rð Þ
1�sð Þ, see Eqs. (12) and (14). Assume without loss

of generality that home is the larger region (results apply by sym-
metry if foreign is the larger region). From equations ( 22) and (24),
we have that:

r >
1
2
() ŝ > r >

1
2
() s

r
1� rð Þ
1� sð Þ > 1: ð25Þ

We can then apply this relation to HMEs in employment and in
trade patterns. Start with the HME in employment. Note that from
Eq. (15) that qH ¼ qF . It then follows:

s
r

1� rð Þ
1� sð Þ > 1 >

cqF þ g
cqH þ g

¼ 1: ð26Þ

As such, the existence of the HME in employment follows.
Turn now to HME in trade patterns. It can be shown that (see

Appendix):

qFHPH

qHF PF
¼ aþ c þ t 1� sð Þð ÞNð Þ

aþ c þ stð ÞNð Þ
a� c � t 1þ sNð Þð Þ

a� c � t 1þ 1� sð ÞNð Þð Þ < 1

<
s
r

1� r
1� s

: ð27Þ

As a result, in a standard imperfect competition model, HME in
trade patterns also always emerge.

4.4. Spatial equilibrium

Eqs. (22) and (23) demonstrate that the larger region hosts
more firms. We would then like to investigate when the larger re-
gion attracts all industry. It can be shown that for r > 1

2 agglomer-
ation at home arises if trade costs are below a threshold level of
trade costs, �tCP (see Ottaviano et al., 2002). To obtain the threshold
level for agglomeration, we just need to make ŝ P 1 in Eq. (22) and
solve for t:

t < �tCP �
4 a� cð Þ

N þ 2 r � 1
2

� � r � 1
2

� �
: ð28Þ

As long as the trade condition holds, Eq. (19), Eq. (28) is satisfied
the higher the home region market size (i.e.: as the share of de-
mand at home, r, approaches one). Conversely, Eq. (28) is not sat-
isfied the more symmetric the two regions are in terms of market
size (i.e.: as the share of demand at home approaches one-half).

Fig. 1 depicts the spatial equilibrium of the exogenous costs of
production case. The horizontal axis represents the home share
of demand (r) and the vertical axis the home share of firms in
the IRS (s). In Fig. 1, the points A, B and C stand for stable spatial
equilibriums. The lines r0; r00; r000 represent different spatial distribu-
tions of demand (with r000 > r00 > r0 ¼ 1=2). The arrows in these lines
illustrate the direction of the spatial movements of the firms. The
line s0 shows the values of s that make DP = 0.

As can be seen from Fig. 1, we observe the spatial equilibriums
from models with exogenous costs of production (Head et al.,
2002): symmetry for r ¼ 1

2; agglomeration at home as r tends to
one (or at foreign as r tends to zero); and partial agglomeration
as r tends to one-half. Therefore, in standard imperfect competition
models with exogenous costs of production three stable spatial
equilibriums emerge: symmetric dispersion; agglomeration; and
partial agglomeration (in Fig. 1 points A, B and C, respectively).

In the next section, we shall see that the spatial equilibrium
with endogenous costs of production encompasses other configu-
rations, since firms in different locations differ in the costs of
production.
5. Endogenous costs of production

In this section, we analyze the endogenous costs of production
case, i.e.: with kH P 0 and kF P 0. We start with the production
equilibrium and then turn to HMEs in the number of firms,
employment and trade patterns and close with the spatial
equilibrium.

5.1. Production equilibrium

In order to find outputs per consumer and R&D levels, we need
to derive the respective FOCs. From the FOCs for outputs per con-
sumer, we obtain:

qii ¼
a� Ci 1þ nj

� �
þ Cjnj þ tnj

� �
b N þ 1ð Þ

qij ¼
a� Ci nj þ 1

� �
þ Cjnj � t nj þ 1

� �� �
b N þ 1ð Þ ;with i; j ¼ H; F and i – j:

ð29Þ

Remember that nH ¼ sN and nF ¼ 1� sð ÞN. In turn, from the
FOCs for R&D, we have:

ki ¼
h
c

miqii þmjqij

� �
;with i; j ¼ H; F and i – j: ð30Þ

Noting also that mH ¼ rM and mF ¼ 1� rð ÞM. When the costs of
production are endogenous, then, the spatial patterns of demand
(r) affect investment in R&D across regions. As we shall see, this
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has important consequences for the endogenous costs of produc-
tion case. First, differently from standard imperfect competition
models, prices and outputs per consumer also depend on market
size. Second, and as a result, the crowding-out effects, the demand
effects, the HMEs and the spatial equilibrium in the endogenous
costs of production case differ from the exogenous costs of produc-
tion case. In this subsection, we focus on the first point and turn to
the second one in the next subsections.

To find outputs and R&D, solve simultaneously Eqs. (29) and
(30):

qii ¼
Nþ 1ð ÞM 1�gð Þ a� cð Þ þ njt

� �
�mjgt 2nj Nþ 2�gð Þ þ 1�gð Þ

� �
bM Nþ 1ð Þ �gð Þ 1�gð Þ Nþ 1ð Þ

qij ¼
Nþ 1ð ÞM 1�gð Þ a� c� tð Þ � njt

� �
þmigt 2nj Nþ 2�gð Þ þ 1�gð Þ

� �
bM Nþ 1ð Þ �gð Þ 1�gð Þ Nþ 1ð Þ

ki ¼ h
1�gð Þ a� cð ÞM�mjt

� �
þ njt 2mi �Mð Þ

cb Nþ 1ð Þ �gð Þ 1�gð Þ ;with i; j¼ H;F and i – j;

ð31Þ

where like in Leahy and Neary (1997), g ¼ h2M
bc represents the ‘‘rela-

tive return on R&D’’. A high g represents a large relative return on
R&D, since the cost-reducing effect of R&D (h) is high relatively to
the cost of R&D (c). In other words, for high g, firms reap larger ben-
efits from investment in R&D in terms of cost reduction, and vice
versa.

As we shall see, similar to what occurs in other process R&D
models (like Leahy and Neary, 1997), g is central to the solution
of the endogenous costs of production case. For the moment, start
by noticing that from the second order conditions (SOCs) for R&D
we need that 0 < g < 1 (see Appendix). This means that the rela-
tive return on R&D (g) cannot be extremely high, otherwise the
trade-off that a firm faces when investing in R&D (lower marginal
costs versus higher fixed costs) is not binding.

Turn now to prices by substituting Eq. (31) in the indirect de-
mand, Eq. (5), to obtain:

Pi¼
Nþ1ð ÞM a�cþnjt

� �
� g a�cð Þ Nþ1ð ÞM�mjgt 2ni�Nð Þ
� �

M Nþ1ð Þ�gð Þ Nþ1ð Þ ;with i;j

¼H;F and i– j:

ð32Þ

It can be shown that the relation between outputs and prices of
the home firms and the share of firms at home equals:

dqHH

ds
¼ 2 1� rð Þg N þ 2� gð Þ � N þ 1ð Þð ÞNt

b N þ 1ð Þ � gð Þ 1� gð Þ N þ 1ð Þ ?0

dqHF

ds
¼ � 2rg N þ 2� gð Þ � N þ 1ð Þð ÞNt

b N þ 1ð Þ � gð Þ 1� gð Þ N þ 1ð Þ ?0

dPH

ds
¼ � N þ 1� 2g 1� rð Þð ÞNt

N þ 1ð Þ � gð Þ N þ 1ð Þ < 0:

ð33Þ

In turn, the relation between outputs and prices of the home
firms and the share of demand at home is as follows:

dqHH

dr
¼ dqHF

dr
¼ gt 2 1� sð ÞN N þ 2� gð Þ þ 1� gð Þð Þ

b N þ 1ð Þ � gð Þ 1� gð Þ N þ 1ð Þ > 0

dPH

dr
¼ �

2 s� 1
2

� �
Ntg

N þ 1ð Þ � gð Þ N þ 1ð Þ?0:
ð34Þ

In other words, in the endogenous costs of production case, out-
puts per consumer and prices are affected not only by the number
of firms in each location (s) as in standard new trade theory models
with exogenous costs of production (see Head et al., 2002, and Eqs.
(15)–(18)), but also by market size (r). In this way, with endoge-
nous costs of production, firms spatial price discriminate not only
in relation to the number of local firms but also to the level of local
demand.
In particular, we have that as in the exogenous costs of produc-
tion case, home prices decrease with the number of firms located
at home. However, differently from the exogenous costs of produc-
tion case, home firms’ output per consumer in the home and in the
foreign markets can either increase or decrease as the number of
home firms increases. Furthermore, we have now that as market
size at home increases, home firms’ output per consumer in the
home and in the foreign regions also increases. In turn, prices in
the home market only decrease with the share of demand at home
if home hosts more firms than foreign.

To understand these results, we need to investigate how R&D
behaves in relation to changes in the share of local demand (r)
and the share of local firms (s). We have that dkH

dr equals:

dkH

dr
¼ 2 1� sð ÞN þ 1� gð Þð ÞMth

N þ 1� gð Þ 1� gð Þbc > 0: ð35Þ

Eq. (35) is unambiguously positive, as long as 0 < g < 1 holds.
Then, home firms’ R&D investment increases with the local share
of demand. The rationale for this outcome follows from the R&D
trade-off: lower marginal costs versus higher fixed costs. As we
have seen, when firms invest more in R&D they reduce marginal
costs at the expense of higher fixed costs. The capacity of firms
to pay for the extra fixed costs associated with more innovation,
though, increases with market size. This is so, since in larger mar-
kets firms have higher sales and therefore larger economies of
scale in production, which can be used to finance R&D.

In turn, dkH
ds simplifies to:

dkH

ds
¼ �

2 r � 1
2

� �
MNth

N þ 1� gð Þ 1� gð Þbc70: ð36Þ

Eq. (36) is positive for r < 1
2 and negative for r > 1

2. Therefore,
firms located in the larger region are penalized with respect to
R&D when the number of local firms increases. The contrary occurs
in the smaller region. The reason for this follows from the fact that
firms in the smaller market are limited by the small size of the lo-
cal market which is reflected in lower sales and in a lower capacity
to invest in R&D (Eq. (35)). As a result, firms in the smaller market
increase R&D expenditures in order not to exit the market and to
deter further entry. The opposite occurs in the larger market,
where firms have room to try to accommodate an increase in the
number of local firms by reducing R&D investment.

A larger market size has then three effects. First, it increases lo-
cal firms’ revenues, since R&D is higher (and marginal costs lower)
on the larger market, Eq. (35). Second, it depresses local firms’ rev-
enues when the number of firms increase in the larger market, be-
cause this conduces to a reduction in R&D (and as such an increase
in marginal costs), Eq. (36). Third, it makes firms endogenously
asymmetric across regions, given that firms’ R&D behavior is deter-
mined by the spatial distribution of demand. Note that this is never
the case in standard imperfect competition models, where firms
are always symmetric in costs (Krugman, 1980; Brander, 1981;
Ottaviano et al., 2002). As we shall show below, these market size
effects have important implications in terms of market access,
HMEs and the spatial equilibrium.

Start with the effects on market access (we analyze the effects
on HMEs and on the spatial equilibrium in the next subsections).
As in the model with exogenous costs of production, the trade con-
ditions are obtained by solving qHF and qFH for t:

t < �ti

� 1� gð Þ N þ 1ð ÞM a� cð Þ
N þ 1ð ÞM nj þ 1� g

� �
� gmi 2nj N þ 2� gð Þ þ 1� g

� � ;with i; j

¼ H; F and i – j:

ð37Þ
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Differently from standard imperfect competition models, where
all firms (either from home or foreign) have the same trade condi-
tions (see Eq. (19)), in the model with endogenous costs of produc-
tion, firms from different regions have different levels of access to
international markets. This is so because firms across regions are
asymmetric.

We are now ready to analyze the consequences for the HMEs of
the endogenous costs of production and the endogenous asymme-
tries between firms that follow. We first look at the HME in the
number of firms and then turn to the HMEs in trade patterns and
employment.

5.2. HME in the number of firms

To derive the HME in the number of firms, we use the same
strategy as in the exogenous costs of production case. We then
analyze the free entry-exit condition (Eq. (7)). With endogenous
costs of production, DP ¼ 0 simplifies to:

DP ¼
2� gð Þ a� c � t

2

� �
r � 1

2

� �
2tMð Þ�1b 1� gð Þ N þ 1ð Þ � gð Þ

þ
Nt 1� gð Þ 4gr 1� rð Þ 1þ 1�g

Nþ1

� �
� 1

� �
� 2g r � 1

2

� �2
� �

s� 1
2

� �
2tMð Þ�1b 1� gð Þ2 N þ 1ð Þ � gð Þ

¼ 0:

ð38Þ

As in the standard imperfect competition model, from the profit
differential expression, we can analyze the existence of crowding-
out and demand effects and the equilibrium number of firms at
home and at foreign. We start with the crowding-out and the de-
mand effects, which equal, respectively:

@DP
@s
¼�

1�gð Þ 1�4gr 1�rð Þ 1þ 1�g
Nþ1

� �� �
þ2g r�1

2

� �2

2MNt2
� ��1

Nþ1�gð Þ 1�gð Þ2b
<0

@DP
@r
¼

1�gð Þ 2�gð Þ a�c� t
2

� �
Nþ1ð Þ�4Ntg s�1

2

� �
r�1

2

� �
2 1�gð Þ Nþ2�gð ÞþNþ1ð Þð Þ

2tMð Þ�1 Nþ1�gð Þ Nþ1ð Þ 1�gð Þ2b
:

ð39Þ

It can be proved that the crowding-out effect is unambiguously
negative (see Appendix). Then, like in standard imperfect competi-
tion models, a higher number of local firms always depress profits.
In turn, the demand effect can either be positive or negative (see
Appendix). We have that when the larger region also hosts more
firms ðr > 1

2 ands > 1
2Þ the demand effect is weaker when R&D is

very efficient (high g), and the opposite when g is small. The mech-
anism is the following. When g is high, the importance of the de-
mand effect is reduced, given that firms are less dependent on
domestic demand in order to be efficient on R&D and sales. Fur-
thermore, as shown in Eq. (36), firms in the larger market reduce
R&D expenditures as a response to an increase in the number of lo-
cal firms, conducing to lower revenues. As we shall see, the behav-
ior of the demand effect in relation to g plays an important role in
the existence of HMEs.

In what concerns the equilibrium number of firms in each loca-
tion, ŝ, which is obtained by solving Eq. (38) for s, we have that:

ŝ ¼ 1
2

þ
1� gð Þ 2� gð Þ a� c � t

2

� �
Nt 2g r � 1

2

� �2 � 1� gð Þ 4gr 1� rð Þ 1þ 1�g
Nþ1

� �
� 1

� �� � r � 1
2

� �
:

ð40Þ

Start by noticing that the large fraction on the right hand side of
Eq. (40) is always positive (see Appendix). Then, Eq. (40) behaves in
the same way as Eqs. (22) and (23) for the exogenous cost of pro-
duction case. Thus, in the endogenous costs of production case, as
in the exogenous costs of production case, the larger region also
hosts more firms in equilibrium. However, as we shall see below
the nature of the spatial equilibrium differs in the endogenous
and exogenous costs of production cases.

We can now investigate whether the larger region not only
hosts more firms, as shown in Eq. (40), but also hosts a dispropor-
tionately higher share of the world’s firms than of the world’s de-
mand (i.e.: HME in the number of firms). We have shown above
that the HME in the number of firms arise if Eq. (10) is satisfied.
Inserting Eq. (39) in Eq. (10), we obtain:

@DP
@r
þ@DP

@s
¼

1�gð Þ 2�gð Þ a�c� t
2

� �
�Nt 1�4gr 1�rð Þ 1þ 1�g

Nþ1

� �� �� �
2tMð Þ�1 Nþ1�gð Þ 1�gð Þ2b

�
2Ntg r�1

2

� �
r�1

2

� �
Nþ1ð Þþ2 s�1

2

� �
2 1�gð Þ Nþ2�gð ÞþNþ1ð Þð Þ

� �
2tMð Þ�1 Nþ1�gð Þ Nþ1ð Þ 1�gð Þ2b

ð41Þ

Note that the numerators of the two terms in Eq. (41) are al-
ways positive. So to sign Eq. (41), we just need to look at the
numerator. After inspection (see Appendix), we can conclude that
the sign of Eq. (41) depends on the parameter g (relative efficiency
of R&D). In fact, we have that for higher values of g, HME in the
number of firms do not arise, while for lower values of g, the con-
trary occurs. In other words, when the return on R&D is high, we
have a negative HME in the number of firms, since an increase in
market size in the larger region conduces to a less than propor-
tional increase in the number of firms located there.

The rationale for this result comes from R&D investment. In ef-
fect, as we have seen, market size differences trigger endogenous
asymmetries between firms in different regions, since firms in lar-
ger markets invest more in R&D. By investing more in R&D, firms in
the larger market achieve lower costs than firms in the smaller
market. As a result, in equilibrium the larger market does not need
to host a disproportionately higher share of the world industry
than of the world demand. The previous effects are magnified
when the return on R&D is high.

We can illustrate this result with a simple numerically example.
Consider an economy where t = 4, a = 100, c = 50 and N = 10. Start
by considering that the relative return on R&D equals g = 0.7. The
question we ask is what will occur to the equilibrium share of firms
at home ðŝÞ and the HME in the number of firms, if market size in-
creases 10%, from say r = 0.55 to r = 0.605? The answer is that the
share of firms at home will increase 25% from ŝ ¼ 0:76 to
ŝ ¼ 0:95. In other words, we assist to the presence of the HME in
the number of firms, since an increase in market size leads to a
more than proportional increase in the share of firms at home.

If now, we increase the relative return on R&D to g = 0.86, what
are the consequences on the share of firms at home and the HME in
the number of firms? We consider again an increase of 10% in mar-
ket size at home from r = 0.55 to r = 0.605. We have that the share
of firms at home now increases just 7% from ŝ ¼ 0:91 to ŝ ¼ 0:97. In
other words, the HME in the number of firms is canceled, once an
increase in market size leads to a less than proportional increase in
the share of firms at home.

In the previous examples, the results seem to be driven by a
high value of g. However, we can also derive similar outcomes
for lower values of g. For instance consider now that t = 8,
a = 100, c = 50 and N = 10. Start with g = 0.4 and r = 0.6. We will
have that an increase of 10% in market size at home from r = 0.6
to r = 0.66 results in an increase in the share of firms at home of
11%, from ŝ ¼ 0:65 to ŝ ¼ 0:72. In other words, we see the emer-
gence of HME in the number of firms.



15 There is some evidence that more efficient firms use less labor, which can lead to
a reduction in local employment. Also, in a market with more efficient firms, fewer
firms survive. See for example Neumark et al. (2008) for Wal-Mart stores.

A.J. Garcia Pires / Journal of Urban Economics 74 (2013) 47–58 55
Continue now with the same scenario (i.e.: t = 8, a = 100, c = 50
and N = 10) and start again with a market size of r = 0,6. However,
increase slightly the relative return on R&D to g = 0.6. Now an in-
crease of 10% in market size at home from r = 0.6 to r = 0.66 con-
duces to an increase in the share of firms at home of just 9%
from ŝ ¼ 0:69 to ŝ ¼ 0:75. Therefore, we stop to observe the HME
in the number of firms.

The above examples show then that the parameter g does not
need to be extremely high for the HME in the number of firms to
be canceled. It is just necessary that g is sufficiently high in relation
to remaining parameters describing the economy. This is so be-
cause g stands for the relative return on R&D (i.e.: relation between
the costs and the cost-reducing effects of R&D, c and h, respec-
tively, weighted by world population, M and an inverse measure
of market size, b) and not for the absolute return on R&D. Remem-
ber also that the SOC for R&D also imposes that g is not bigger than
one. This is in accordance with empirical estimations of Fung
(2002) for the return on R&D activities. Due to all these reasons,
we believe that the values of g for which the HME in the number
of firms is canceled are empirically plausible.

5.3. HMEs in employment and trade patterns

We turn now to HMEs in employment and trade patterns, Eqs.
(12) and (14), respectively. The starting point is again the relation
s
r

1�rð Þ
1�sð Þ, since both the HMEs in employment and in trade patterns

depend on it. As in the exogenous costs of production case, due
to the symmetry in the model, we just look at the case where home
is the larger region.

To analyze the HMEs in employment and in trade patterns in
the endogenous costs of production case, we can use the fact that
s
r

1�rð Þ
1�sð Þ is related to the HME in the number of firms and that what

determines the existence or not of the HME in the number of firms
is g (relative return on R&D), Eq. (41). In fact, if home is the larger
region, from Eqs. (40) and (41), we have that:

r >
1
2
) ŝ >

1
2
) s

r
1� rð Þ
1� sð Þ

� �
g¼0

> 1

r >
1
2
) ŝ >

1
2
) s

r
1� rð Þ
1� sð Þ

� �
g¼1

< 1:
ð42Þ

Due to this behavior, in order to study the HMEs in employment
and trade patterns in the endogenous costs of production case, we
focus on these two extreme cases, i.e.: g = 0 and g = 1.

Start with the HME in employment. We have that if home is the
larger region, and gtends to zero (low relative return on R&D), the
right-hand side of Eq. (12) approaches Eq. (26) from the exogenous
costs of production case. As a result, as g tends to zero, HME in
employment arise. In turn, when g tends to one (high relative re-
turn on R&D), we have:

CFqF þ GF

CHqH þ GH

� �
g¼1
¼ s2

1� sð Þ2
> 1 >

s
r

1� rð Þ
1� sð Þ

� �
g¼1

: ð43Þ

When g tends to one, then, the HME in employment does not
emerge. Therefore, when the return on R&D is high, the IRS in
the larger region employs a less than proportional share of labor
in relation the share of demand it hosts.

In what concerns the HME in trade patterns, we again have that
as gtends to zero (low relative return on R&D), the right-hand side
of Eq. (14) approaches Eq. (27) from the exogenous costs of produc-
tion case. Then it also follows that as g tends to zero, the HME in
trade patterns arise. The question is then if, as g tends to one (high
relative return on R&D), the HME in trade patterns is canceled in
the same way as it occurs with the HMEs in the number of firms
and employment:
qFHPH

qHF PF

� �
g¼1
¼ � c N þ 1ð Þ þ 1� sð ÞNt þ t r þ s� 2rsð Þð Þs

c N þ 1ð Þ þ sNt þ t r þ s� 2rsð Þð Þ 1� sð Þ < 0

<
s
r

1� r
1� s

� �
g¼1

: ð44Þ

As g tends to one, then, the HME in trade patterns emerges. This fol-
lows from the effects of market size on R&D. We have seen that
firms in the larger market invest more in R&D (and have as such
lower marginal costs) than firms in the smaller market. This implies
that firms in the larger region need less labor to produce the same
amount of output (no HME in employment). Larger firm size, in
turn, means that relatively fewer firms arise in equilibrium in the
larger market (no HME in the number of firms).15 However, since
firms in the larger market have lower marginal costs, they can export
more than rivals in the smaller market and also to crowd-out foreign
imports. In the end, the larger market, even in the absence of HMEs
in the number of firms and employment, still runs a trade surplus in
the IRS (HME in trade patterns).

5.4. Spatial equilibrium

From Eq. (40) we have that the larger region hosts more firms in
equilibrium. In this sense, the spatial equilibriums with exogenous
and endogenous costs of production look similar (Eq. (23)). This
however is not totally correct, since agglomeration and dispersion
follow different patterns in the endogenous costs of production
case. To see this, start by noticing that for r > 1

2 agglomeration at
home arises if trade costs are lower than a threshold level of trade
costs. As in the exogenous costs of production case, the threshold
level for agglomeration can be found by making ŝ P 1 in Eq. (40)
and solve for t:

t<�tCP

�
2 1�gð Þ 2�gð Þ a�cð Þ r� 1

2

� �
1�gð Þ 2�gð Þ r�1

2

� �
þN 2g r� 1

2

� �2� 1�gð Þ 4gr 1�rð Þ 1þ 1�g
Nþ1

� �
�1

� �� �� � :
ð45Þ

The threshold level for agglomeration again depends on g (relative
return on R&D). In fact, we have that as g tends to zero (low relative
return on R&D), Eq. (45) approaches Eq. (28) from the exogenous
costs of production case. Therefore, as g tends to zero, Eq. (45) is
satisfied (i.e.: agglomeration arises) the higher the home region
market size, and is not satisfied the more symmetric the two re-
gions are in terms of market size. In turn, as g tends to one (high rel-
ative return on R&D), we have:

t < �tCPð Þg¼1 � 0: ð46Þ

As g tends to one, Eq. (45) therefore is not satisfied, given that t > 0.
Consequently, and independently of the share of demand in each re-
gion, as g tends to one, total agglomeration never arises. In this way,
as g tends to zero, the endogenous cost of production case encom-
passes a spatial equilibrium similar to the one in the exogenous
costs of production case (see Fig. 1). However, as g tends to one,
two new spatial equilibrium configurations arise (see Figs. 2 and 3).

Figs. 2 and 3 read as Fig. 1. The horizontal axis represents the
home share of demand (r) and the vertical axis the home share
of firms in the IRS (s). The points A, B, C and D stand for stable spa-
tial equilibriums. The lines r0; r00; r000 and r0000 represent different spa-
tial distributions of demand (with r0000 > r000 > r00 > r0 ¼ 1=2 ). The
arrows in these lines illustrate the direction of the spatial move-
ments of the firms. The line s0 shows the values of s that makes
DP = 0.
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Comparing Figs. 1–3, we have the following. In Figs. 1 and 2
three stable spatial equilibriums emerge: symmetric dispersion,
agglomeration and partial agglomeration (for example points A, B
and C, respectively). In turn, in Fig. 3, only two stable spatial equi-
libriums arise: symmetric dispersion and partial agglomeration
(points A and B, respectively). The partial agglomerated equilibri-
ums in Figs. 2 and 3, however, differ from those in Fig. 1. In the lat-
ter, partial agglomeration only arises if the spatial distribution of
demand is not very asymmetric, i.e.: as r tends to one-half (point
C in Fig. 1). In the former, partial agglomeration emerges even for
a very asymmetric spatial distribution of demand, i.e.: as r tends
to one (point D in Fig. 2 and point B in Fig. 3). Furthermore,
Fig. 3 shows a spatial equilibrium pattern not possible in the exog-
enous costs of production case, since total agglomeration never
arises in equilibrium.

The reason for the differences in the spatial equilibriums in Figs.
2 and 3 is that, as we have seen above, when gincreases (relative
return on R&D increases), firms use R&D more efficiently to achieve
lower costs. When this occurs, local competition in the larger mar-
ket becomes very fierce. As a result, some of the firms have to exit
the larger market, preventing total agglomeration to occur. Due to
Fig. 2. Spatial equilibrium with endogenous costs of production (1).

Fig. 3. Spatial equilibrium with endogenous costs of production (2).
this, asymmetric spatial equilibriums without total agglomeration
emerge in our model.
6. Discussion

Home market effects (HMEs) are the cornerstone of the trade-
geography literature. The HMEs predict that in increasing return
sectors (IRSs), the larger region, relatively to the smaller region
(Krugman, 1980): attracts a disproportionately larger share of
firms in the IRS in relation to the share of demand it hosts (HME
in the number of local firms); employs disproportionately more
factors of production in relation to the share of demand it hosts
(HME in factor employment); and runs a trade surplus in the IRS
(HME in trade patterns). As a result, total agglomeration of the
IRS emerges on the larger region when trade costs are sufficiently
small (Krugman, 1991).

In this paper we have tested the robustness of home market ef-
fects (HMEs) to one of the central assumptions of standard trade-
geography models (Krugman, 1980, 1991; Brander, 1981; Ottavi-
ano et al., 2002): exogenous costs of production. In particular, we
have endogenized the costs of production as a result of firms’
R&D responses to market size differences.

In this set-up, we have shown that HMEs in the number of firms
and employment are canceled when the return on R&D is high, i.e.:
the larger region does not employ disproportionately more labor
nor has a disproportionately larger share of firms in the IRS in rela-
tion to share of demand it hosts. In this way, we find negative
HMEs in the number of firms and in employment, since when mar-
ket size increases in the larger region it conduces to a less than pro-
portional increase in the number of firms and in factor
employment in this region. When this is the case, even when mar-
ket size differences between regions are large, the only sustainable
spatial equilibrium is partial agglomeration. Though, the HME in
trade patterns continues to hold, i.e.: the larger region runs a trade
surplus in IRSs.

The rationale for these results is that firms in the larger region
invest more in R&D than firms in the smaller region, given that the
former find it easier to pay for the fixed costs of innovation due to
higher economies of scale in production. As a consequence, firms in
the larger market are bigger in size and have higher cost compet-
itiveness than firms in the smaller market. In this sense, since firms
in the larger market are bigger in size, fewer firms survive there in
equilibrium. Also, given that firms in the larger market have higher
cost competitiveness, on one hand, they use resources more effi-
ciently and therefore employ relatively less factors of production
than firms with lower cost competitiveness. On the other hand,
they export more than rivals in the smaller market.

Our results have implications for the empirical literature on
HMEs (Davis and Weinstein, 1996, 1999, 2003; Lundbäck and Tor-
stensson, 1998; Feenstra et al., 2001; Head and Ries, 2001; Brülhart
and Trionfetti, 2009). This literature just focuses in one type of
HMEs (usually either the HME in the number of firms or the
HME in trade patterns). This is so, because when firms are symmet-
ric across regions, the existence of the HME in the number of firms
implies also the existence HMEs in employment and in trade pat-
terns. Our model illustrates that when firms differ in cost compet-
itiveness across regions this direct link between the three HMEs
does not necessarily emerge. In this sense, our analysis suggests
that empirical tests on HMEs should take into consideration the
three HMEs simultaneously.

In terms of future work, our model would gain by being merged
with other complementary approaches like Melitz (2003) and Ber-
nard et al. (2007). In Melitz (2003) firms are heterogeneous in pro-
ductivity but the distribution of productivity across regions is the
same. In Bernard et al. (2007) firms are also heterogeneous in pro-
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ductivity like in Melitz, but they also respond asymmetrically
across regions to international comparative advantages differ-
ences. In turn, in our framework firms’ R&D efforts (and therefore
cost competitiveness) differ between regions in reaction to market
size asymmetries. With this generalization, we would be able to
analyze how market size interacts with comparative advantage
and with firm heterogeneity at regional and international levels.

Acknowledgments

We are very grateful to two anonymous referees for extremely
helpful comments, and in particular to the co-editor Gilles Duran-
ton for careful reading, guidance and suggestions during the
reviewing process. The paper has also benefited greatly from dis-
cussions with Gianmarco Ottaviano, Paula Fontoura, Pedro Pita
Barros, Pedro Pontes, Peter Neary and Renato Flô res. The usual dis-
claimer however applies.

Appendix A

A.1. Demand

To find the demand functions for the CRS-good and the IRS-
good, we need to solve the problem in Eq. (1) subject to the restric-
tion in Eq. (2). Start with the CRS-good. Maximizing Eq. (1) in rela-
tion to the CRS-good, we have that:

@UH

@q0H
� kP0 ¼ 0() 1 ¼ kP0; ð47Þ

where k is the budget constraint multiplier. Since P0 ¼ 1, then k = 1.
In turn, maximizing in relation to the quantity of the IRS -good sold
by the home firm i at home, noting that k = 1, we obtain:

@UH

@qiH
� kPiH ¼ 0: ð48Þ

It can be checked that a similar expression applies to the foreign
firms’ sales at home. Eq. (5) in the main text then follows. By
substituting Eq. (5) in the budget constraint, Eq. (2), it is also pos-
sible to derive the conditions that guarantee q0H > 0:

I > a� bQHð ÞQ H ¼ QHPH: ð49Þ

In other words, q0H > 0 when the representative consumer’s in-
come is larger than the amount he/she consumes of the IRS-good.
In this sense, the previous equation shows that our model does
not imply that the share of the manufacturing sector must be
small.

A.2. Trade condition exogenous costs of production case

Solving qHF > 0 and qFH > 0 for t, we have:

t < �tH �
a� c

1� sð ÞN þ 1

t < �tF �
a� c

sN þ 1
:

ð50Þ

It can be seen that �tH and �tF are stricter at s = 0 and s = 1, respec-
tively. Therefore, we obtain Eq. (19) for both home and foreign
firms.

A.3. Proofs on the signs of different equations

Eq.(27). One way to show that qFHPH
qHF PF

< 1 is to note that:

qFHPH � qHFPF ¼ � s� 1
2

� �
2 2a� c � t þ Ncð ÞNt

b N þ 1ð Þ2
: ð51Þ
We can see that for s > 1
2, then qFH PH

qHF PF
< 1.

Eq.(39). In what respects @DP
@s , the denominator of the fraction is

positive, once 0 < g < 1. The numerator is also positive, given that
the second term in the numerator is always positive. The same is
also the case with the first term in the numerator, since even at
its local minimum (at r ¼ 1

2) it is positive.
In what concerns @DP

@r , while the first term in the numerator is
positive, the sign of the second term depends on r � 1

2

� �
s� 1

2

� �
.

The derivative @DP
@r is positive if r > 1

2 and s < 1
2 or r < 1

2 and s > 1
2,

since the second term in the numerator is then positive. However,
if r > 1

2 and s > 1
2 or r < 1

2 and s < 1
2, @DP

@r is not necessarily positive,
given that the second term is negative. In particular, when r > 1

2

and s > 1
2 or r < 1

2 and s < 1
2, @DP

@r is negative for high g (and the re-
verse for low g). This is so, since as gtends to one, the first term
in the numerator of @DP

@r approaches zero and therefore the first (po-
sitive) term in the numerator is dominated by the second (nega-
tive) one.

Eq.(40). The numerator of the large fraction in Eq. (40) is posi-
tive, since a� c > t and 0 < g < 1. In turn, the denominator is also
positive, given that it has a local minimum at r ¼ 1

2, where it is
positive.

Eq.(41). As g tends to zero, the numerators in Eq. (41) approach
2 a� cð Þ � t N þ 1ð Þ. Then, as g tends to zero, @DP

@r þ @DP
@s > 0 for

t < 2 a�cð Þ
Nþ1 . If g tends to one, the numerators approach

3� 4s� 2rð Þ r � 1
2

� �
Nt. The previous expression is negative for

r > 1
2, given that for r > 1

2) ŝ > 1
2, see Eq. (40). Note also that

3� 4s� 2rð Þ r � 1
2

� �
has two solutions 3

2� 2s; 1
2

� �
and the second

derivative of the expression is negative. Therefore, when g tends
to one, Eq. (41) follows an inverse U-shaped relation to r. Conse-
quently, for r > 1

2, the expression is negative.

A.4. SOC for R&D

The SOCs for R&D are:

d2PH

d kHð Þ2
¼ c g

1� sð Þ þ 1
2

� 1
� �

< 0

d2PF

d kFð Þ2
¼ c g

sþ 1
2
� 1

� �
< 0:

ð52Þ

Solving both expressions for g, we obtain: g < 2
1�sð Þþ1 and g < 2

sþ1.

It can be checked that: 1 < 2
1�sð Þþ1 < 2 and 1 < 2

sþ1 < 2. Since g > 0,

then, the SOCs for R&D are always satisfied if 0 < g < 1.

A.5. Digression: strategic R&D investment

In the model in this paper, firms invest in a constrained efficient
way. However, the literature on R&D investment highlights the
role of strategic behavior. When firms invest strategically in R&D,
we know from Fudenberg and Tirole (1984) that it matters if a firm
plays Cournot (i.e.: compete in quantities) or Bertrand (i.e.: com-
pete in prices). With Cournot behavior, firms over-invest in R&D
(above the social optimum) in order to reduce rivals’ outputs. With
Bertrand behavior, firms under-invest in R&D, so that price compe-
tition is softened. To see this, note that when investment in R&D is
strategic and firms play Cournot, the FOC for R&D for the home
firms is:

dPH

dkH
¼ @PH

@kH
Non strategic motive¼0

þ @PH

@qFF

dqFF

dkH
þ @PH

@qFH

dqFH

dkH
Strategic motive>0

: ð53Þ

While if the firms play Bertrand, we have instead:
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dPH

dkH
¼ @PH

@kH
Non strategic motive¼0

þ @PH

@pFF

dpFF

dkH
þ @PH

@pFH

dpFH

dkH
Strategic motive<0

; ð54Þ

where pFF and pFH are the prices foreign firms set for the foreign and
the home markets, respectively. The strategic motive under Cournot
is positive, because an increase in R&D investment by the home
firms leads to a reduction of the outputs of foreign firms, which
in turn increases the profits of the home firms. The strategic motive
under Bertrand is negative, since an increase in R&D by the home
firms leads to a reduction of the prices of foreign firms, which in
turn decreases the profits of the home firms.

For our case, what is important from the two previous equa-
tions is that the strategic motive works symmetrically for the
home and the foreign firms, independently of market size consid-
erations. In other words, and taking the Bertrand case as example,
if home firms invest more in R&D, all foreign firms reduce prices,
and all home firms see a reduction in profits. In turn, the non-stra-
tegic motive is the same for home and foreign firms, and therefore,
in spite of strategic investment, R&D continues to be affected by
market size. In this way, even when firms under-invest in R&D,
we continue to have the channel that can cancel HMEs.
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